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Abstract 

During the period of 7/1/2008 - 12/31/2008. we performed the following studies on radar 
sensor network and other related areas: 

1. Radar Sensor Network Using A New Triphase Coded Waveform: Theory and Application: 

2. Sense-Through-Wall Channel Modeling Using UWB Noise Radar: 

3   Optimized Punctured ZCZ Sequence-pair Set: Design. Analysis and Application to Radar 
System: 

•1   A Triphase Coded Waveform: Design. Analysis and Application tp Radar System: 

5.  Combined-Jamming Interference Analysis for FH/MFSK Multi-Radio Wireless Mesli Net- 
works: 

(i.  Passive Geolocation of RF Emitters by Netcentric Small Unmanned Aerial Systems (SUAS). 

1     Radar Sensor Network Using A New Triphase Coded Wave- 
form:  Theory and Application 

In radar sensor network (RSN), interferences among radars can be effectively reduced when wave- 
forms are properly designed. In [1][5], we firstly performed some theoretical studies on coexistence 
of phase coded waveforms in RSN. Then we gave the definition of new kind of triphase coded wave- 
formsoptimized punctured Zero Correlation Zone sequence-Pair Set (ZCZPS) and analyze their 
properties especially their optimized cross correlation property of any two sequencepairs in the 
set. Besides, we applied our newly provided triphase coded waveforms and equal gain combination 
technique to the system simulation and study the performances versus different number of radars 
in RSN under the condition of either Doppler shift or time delay. Simulation results showed that 
detect ion performances of RSN (applying our optimized punctured ZCZPS and equal gain combi- 
nation) with or without Doppler shift are superior to those of singler radar. In [9], similarly to the 
RSN. we extended our design to underwater sonar sensor networks. 
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2 Sense-Through-Wall Channel Modeling Using UWB Noise Radar 

Sensing-through-wal] will benefit various applications such as emergence rescues and military op- 
erations. In order to add more signal processing functionality, it is vital to understand the char 
acterization of sense-through-wall channel. In [2], we proposed a statistical channel channel model 
on a basis of real experimental data using UWB noise radar. We employ CLEAN algorithm to 
obtain the multipath channel impulse response (CIR) and observe that the amplitude of channel 
coefficient at each path can be accurately characterized as T location-scale distribution. We also 
analyzed that the multipath contributions arrive at the receiver are grouped into clusters. The 
time of arrival of clusters can be modeled as a Poisson arrival process, while within each cluster. 
subsequent multipath contributions or rays also arrive according to a Poisson process. However, 
these arrival rates are much smaller than those of indoor UWB channels. 

3 Optimized Punctured ZCZ Sequence-pair Set: Design, Analysis 
and Application to Radar System 

Based on the zero correlation zone (ZCZ) concept, in [3] we presented the definition and properties of 
a set of new triphase coded waveforms ZCZ sequence-pair set (ZCZPS) and propose a method to use 
the optimized punctured sequence-pair along with Hadamard matrix in the zero correlation zone in 
order to construct the optimized punctured ZCZ sequence-pair set (optimized punctured ZCZPS). 
According to property analysis, the optimized punctured ZCZPS has good autocorrelation and 
cross correlation properties when Doppler shift is not large. We apply it to radar target detection. 
The simulation results showed that optimized punctured ZCZ sequence-pairs (optimized punctured 
ZCZPs) outperform other conventional pulse compression codes, such as the well known polyphase 
codeP4 code. 

4 A Triphase Coded Waveform: Design, Analysis and Application 
tp Radar System 

In [4], we presented new developed triphase code punctured binary sequence-pair. The definitions 
and the autocorrelation properties of the proposed code are given. Doppler shift performance is also 
investigated. The significant advantages of punctured binary sequencepair over conventional pulse 
compression codes, such as the widely used Barker codes, are zero autocorrelation sidelobes and the 
longer length of the code which can be as long as 31 so far. Applying the codes in the radar target 
detection system simulation, punctured binary sequencepair also outperforms other conventional 
pulse compression codes. Therefore, our proposed code can be used as good candidates for pulse 
compression code. 

5 Combined-Jamming Interference Analysis for FH/MFSK Multi- 
Radio Wireless Mesh Networks 

For the past decades, the performances of frequency-hopping systems under various jamming 
strategies have been investigated. In [6]. we considered the performance of the noncoherent slow 
frequency-hopping system with M-ary frequencyshift- keyed modulation (NC-FH/MFSK) under 
independent multitone jamming (IMT.J) and under partial-band jamming (PBJ). The exact BFR 
expressions of the system under each jamming strategy are derived.   Then, we combine the two 



expressions together to develop a new interference model for multi-radio frequency-hopping wire- 
less mesh networks (MR-FH WMN). Because it takes into account both the cochannel and the 
coexisting-network interferences, the new interference model thus reflects a very realistic interfer- 
ence situation and it can be incorporated to the channel assignment (CA) algorithms to assign 
appropriate channels (or hopping pattern, in our case) to interfaces of the routers in the mesh 
network. In addition, we also compare the performances of NC-FH/4FSK system under the two 
jamming strategies, the numerical results have illustrated that PB.l is more effective jamming 
strategy than IMT.J. In[7], we applied this result to wireless mesh networks. 

6    Passive Geolocation of RF Emitters by Netcentric Small Un- 
manned Aerial Systems (SUAS) 

Conventional geolocation of RF emitters has adopted active triangulation methodology. One suc- 
cessful commercial example is satellite-based global positioning system (GPS). However the active 
localization in some cases can be extremely vulnerable especially for battlefield. In [8], we designed 
a netcentric Small Unmanned Aerial System (SUAS) for passive geolocation of RF emitters. Each 
small UAV is equipped with multiple Electronic Surveillance (ES) sensors to provide local mean 
distance estimation based on received signal strength indicator (RSSI). Fusion center will determine 
the location of the target through UAV triangulation. Different with previous existing studies, our 
method is on a basis of an empirical path loss and log- normal shadowing model, from a wire- 
less communication and signal processing vision to offer an effective solution. The performance 
degradation between UAVs and fusion center is taken into consideration other than assume lossless 
communication. We analyzed the geolocation error and the error probability of distance based on 
the proposed system. The result showed that this approach provides robust performance for high 
frequency RF emitters. 
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Abstract 

In radar sensor network(RSN), interference with each radar can he effectively reduced when wave- 

forms are properly designed. In this paper, we firstly perform some theoretical studies on cu-e.vi.stt net 

of phase, coded waveforms in RSN. Then we. give the definition of new kind of triphase coded 

waveforms optimized punctured Zero Correlation Zone(ZCZ) sequence-pair set and analyzt tin ir 

propt rties especially their optimized cross correlation property of any two sequence-pairs in tin set. 

Also, we study the performances versus different number of radars in RSN under the condition 

<if cither doppler shift or not by applying our newly provided triphase coded waveforms and equal 

gain combination technique, in the system simulation. Simulation results show that, performances 

of detection of multiradars(applying our optimized punctured ZCZ sequence-pair set and equal gain 
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combination) either under the doppler shift condition or not are superior to those oj singler radar. 

Therefore, applying our optimized punctured ZCZ sequence-pair set as a bank of phase coded wave- 

forms in RSN can effectively satisfy higher demands criterion for detection accuracy in modi rn 

military and security affairs. 

1    Introduction 

A network of multiple radar sensors can be introduced to overcome performance degradation of 

single radar along with waveform optimization. This network of radar sensors should operate with 

multiple goals managed by an intelligent platform network that can conbine waveform diversity to 

meet common goals of platform, rather than each radar to operate independently. 

Much time and effort have been put in waveform design. Bell [1] who introduced information 

theory to radar waveform design, concluded that distributing energy is a good choice to better detect 

targets. Sowelam and Tewfik [2] applied a sequential experiment design procedure to select signal 

for radar target classification. In their work, each waveform selected maximizes the KullbackLeibler 

information number that measures the dissimilarity between the observed target and the alternative 

targets in order to minimize the decision time. However, all the above researches only focused 

on a single active radar. In [3]. Liang studied constant frequency (CF) pulse waveform design 

and proposed maximum-likelihood (ML) automatic target recognition (ATR) approach for both 

nonfluctuaing and fluctuating targets in a network of multiple radar sensors. In [4j. RSN design 

based on linear frequency modulation (LFM) waveform was studied and LFM waveform design 

was applied to RSN with application to ATR with delay-doppler uncertainty by Lianj; as well 

J.Liang [5] provided an orthogonal waveform model for RSN. which eliminates interference when 

there is no doppler shift. They designed both coherent and noncoherent RSN detection systems 

which can apply equal gain combination technique performed by clusterhead to take the advantage 



of spatial diversity. In [6], binary coded pulses using simulated annealing in RSN are highlighted. 

Nevertheless, the radar sensor network using phase coded waveforms has not been well studied. 

In this paper, we firstly theoretically study RSN design based on phase coded waveforms: the 

conditions for vaveforms co-existence. Then we apply our newly proposed triphase code optimized 

punctured ZCZ sequence-pair set to RSN. We perform studies on the codes' properties, especially 

the cross correlation property and analyze the performance of optimized punctured ZCZ sequence- 

pairs in RSN system under the environment of doppler shift and time delay for each transmitting 

radar sensor. According to the Monte Carlo simulation results, RSN based on optimized punctured 

ZCZ sequence-pairs provides promising detection performance much better than that of single 

radar, in terms of probability of miss and false alarm detection. 

The rest of the paper is organized as follows. In Section 2. we study the co-existence of phase 

coded waveforms. Section 3 introduces the definition and properties of our newly provided triphase 

coded waveform-optimized punctured ZCZ sequence-pair set. especially the outstanding cross cor- 

relation property. In Section 4. we study the performance versus the number of radars in RSN 

either under the condition of doppler shift or not by applying our triphase coded waveforms and 

equal gain combination technique in the system simulation. In Section 5. conclusions are drawn on 

radar sensor network using our optimized punctured ZCZ sequence-pairs. 

2    CO-EXISTENCE OF PHASE CODED WAVEFORMS IN RSN 

In RSN, radar sensors are likely to interfere with each other and the performances may be bad if 

their waveforms are not properly designed. Orthogonality can be introduced as one criterion for 

the phase coded waveforms design in RSN to make them co-existence. 



The phase coded waveform can be defined as 

;V-] N-l 

x(t) = Y^ 2'(7,)(/ - nrc) = ^2 exp(j2irf3{n){t - nrc)) 
n=0 71 = 0 

Here, 0 < t <= TC. 

The periodic autocorrelation property of the phase coded waveform here is 

,1 

/ ?      x(t)x*\ 
J-l+r 

t - r)dt 
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A'-l 
N 

=    *T Tcexp\j2ir[0{n-m){m + — + 1) 
n~rn 
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A'rr    r = 0 
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Accordingly, it is easy to sec that 

*Tr(3
{n) - /3

(n" "')•> - A-TT.    A-= 1.2.3... 

(I) 

(2) 

(3) 

We assume there are N radars networking together in a self-organizing fashion in our RSN. The 

radar i transmits a waveform as 

N-] N-i 

Xi(t) = Y, 'Pit ~ •c) = Y, exp(J2nl3ln)(t - nTc))- (4) 
n = 0 n=0 

Here, 0 < i <= rr. 

When the phase coded waveforms are orthogonal to each other, the interference from one 

waveform to the other can be minimized or even removed. The cross correlation between x,(t) and 



Xj(t) could be 

r-T/2 

Xi{t)x){t)dt (5) 
-T/2 

JV-1    -_r/2+(n+l)Te 

=    E / exp^^^-nTc) 
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eip*(j27r/3]n)(/ - MTc)(ft 
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(6) 

The optimized cross correlation is that of orthogonal waveforms 

J      Xi{t)x)(t)dt = | (7) 
NTC    I = j 

0        i?j 

According to the property of biphase coded waveforms whose phase state is either Dor IT. it is easy 

to see that 7rTc(/?4- - (3^ ) = /c7r,A: = 1.2,3.... So the equation (6) can be easily proved to be zero. 

when i ^ j. As a result, biphase coded waveforms which are orthogonal to each other can work 

well simultaneously in Radar Sensor Network. 

Nevertheless, there are time delay and Doppler shift ambiguity that will introduce interference 

to waveforms in RSN. Ambiguity function (AF) [7] is usually used to succinctly characterize the 

behavior of a waveform paired with its matched filter. So it is an anlytical tool for waveform design 

especially there are time delay and Doppler shift ambiguity. 

The matched filter for waveform x(t) is x*(—t). Since the property performance we analyzed in 

this paper is the periodic one, the ambiguity function for a single radar is modified and different 



from the one in [7]. The ambiguity function of phase coded waveform here can be 

A(T.FD) (8) 

x(t)exp(j2nFot)x* [t - r)dt\ 

,-£+(„+i)Tc 

=   | £  / exp[j2n^n\t 

-j2Tit3
n~m(t - nrc + T - mrc) + j2irFDt}dt\ 

,N 
\TC Y, exp\j2^n-mH- +m- l)rf 

+/3(n)(_^ + l)rc + FD(_^+n+1)Tc 

sinc[Tf(/3("l - ,3("-m) + FD) 

When it is satisfied that 

7rrc(/i<") -/?("-"•) + FD) = A-rr,    fc = 1,2,3... (9) 

the amplitude of ambiguity function turns to be zero. In some other words, based on the result of 

(3), A(T,FD) = 0. when FD = £, k = 0,1,2... 

In the RSN, all the radar sensors are transmitting signals, the radar i not only receives its 

own back-scattered waveform, but also scattered signals generated by other radars which caused 

interference to radar i. Considering interference from another radar j, if there are time delay and 



Doppler shift, the ambiguity function of radar ? is 

A(T.FDI.FDJ) (10) 

/•v 

\xi(t)exp(j2irFDit) 
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The number of radars can be extended to M in an RSN. Assuming each radar has no time 

delay, t] = t-i = t^ = 0 and considering interferences from all the other M - 1 radars. Assuming 

time delay T for receiving radar i. the ambiguity function of radar i with phase coded waveform 

can be 

A,(T.FDI,....FDM) (11) 

M /OO      "' 

J2xj(t)exp(j2*FDit)x*(t - r)dt\ 

M   N-l N 

|,^e^|^r"l)(~+m-l)rf 2 

+/^n)(- Y + ]K + ^(-f + « + IK]] 

«ndre(/j}
n>-/j}"-m>+ F0>)]| 

Here, 0 < ? <= A/. (11) consists of two parts: useful signal (reflected signal from radar i waveform). 

j = i part in the (11); and interferences from other M - 1 radar waveforms, j ^ i parts in (11) 



3     Perfect Punctured ZCZ Sequence-Pair set 

Zero correlation zone(ZCZ) is a new concept provided by Fan [8] [9] [10] in which both autocorrela- 

tion and cross correlation sidelobes are zero while the time delay is kept within the Zero Correlation 

Zone instead of the whole period of time domain. 

Matsufuji and Torii have provided some methods of constructing ZCZ sequences in [11] [12]. In 

this section, we apply optimized punctured sequence-pair [13] in zero correlation zone to construct 

a new kind of triphase code optimized punctured ZCZ sequence-pair set. The newly provided 

triphase code which has good autocorrelation and cross correlation properties in ZCZ can he good 

candidate for phase coded waveforms in RSN. 

3.1     The Definition of Optimized Punctured ZCZ Sequence-Pair Set 

Definition 3-1 Assume(x'• , yp) to be sequence-pair set of length N and the number of sequence- 

pairs A', where p = 1,2,3, ...,N - \.i — 0.1. 2..... K - 1, if all the sequences in the set satisfy the 

following equation: 

N-\ N-\ 
Bn(1|T)-V x{p)v{ll)' - V y{p)x{q)' 

i   (I 1=0 

\N,    for T = O.p = q 

0,       forr = 0,p^9 (12) 

0.       for 0 < |r| < Z0 

where ()< A < 1, then (x\p). y\p)) is called ZCZ sequence-pair set, ZCZP{N, K, Z0) is a symbol in 

short. 

Definition 3-2 (13] Sequence u = (u(), U\ uyv-i) is the punctured sequence for v — (VQ, L»J r,\   :). 

0.      if j £ ;; punctured bits 
(13) 

Vj.    if j € Non-punctured bits 

= < 



Where p is the number of punctured hits in sequence v, suppose Vj = (-1.1). u is p-puncturei 

binary sec|iience, (u, v) is called a punctured binary sequence-pair. 

Theorem 3-1 [13] The autocorrelation of punctured sequence-pair (u.i') is defined 

A'-l 

RUV{T) = Y, uiv{i+r)modN,0 < T < N- 1 (14) 
i=0 

If the punctured sequence-pair has the following autocorrelation property: 

E.    if T EE OmodiV 
(15) 

0.     others 

the punctured sequence-pair is called optimized punctured sequence-pair    (13).    Where,   E  = 

S,=o u'v(i+T)mo<iN = N - p, \s the energy of punctured sequence-pair. 

The properties, Fourier spectrum characters, existing necessary conditions and some construc- 

tion methods with help of already known sequences such as PN code have been proven and given 

out by Jiang[j. Many optimized punctured sequence-pairs have been found of length from 7 to 31 

so far. If (x.• , y\ ) in Definition 3-1 is constructed by optimized punctured sequence-pair and a 

certain matrix, such as Hadamard matrix or an orthogonal matrix, where 

x|p)6(-l,l),     i = 0.1.2....,7V - 1 

yf] e (-1.0.1).    ? = 0,1.2...., TV - 1 

N-l N-i 

R < > , ,(T) = V x{p)v{q)t - V u{p) r{"]* n-3-Myl<t)\i ) -  / „ *\    y(i+T)modN ~  / , Vi    •L{i+T)modN 
1=0 ! = () 

XN,    for T = O.p = q 

0.       forr = 0,p/9 (1(>) 

0.       for 0< |T| < Z0 

where 0 < A < 1. then (xj    .yi    ) can be called optimized punctured ZCZ sequence-pair set. 



3.2     Design for Optimized Punctured ZCZ Sequence-pair Set 

Based on odd length optimized punctured binary sequence pairs and a Hadainard matrix, a opti- 

mized punctured ZCZ sequence-pair set can be constructed on following steps: 

Step 1: Considering an odd length optimized punctured binary sequence-pair (u. v). the length 

of each sequence is N\ 

u = Wo. it] i;;v,_].u? 6 (-1. 1). 

V= Vo,V\ t>jv,_i,Ui € (-1.0.1). 

? = 0,1:2:...: A^i - L/V, odd 

Step 2: Consider Walsh sequences set(Hadamard matrix) B, the length of the sequence is N2 

which is equal to the number of the sequences. In some other words, a Hadainard matrix of order 

;V2 is considered. 

D= {bn.b] bN*~l), 

6* = (6&,6i>...,6j,a-i), 

w2.  ifi = j 

Step 3: Doing bit-multiplication on the optimized punctured binary sequence-pair and each 

line of Walsh sequences set B(Hadamard matrix), then sequence-pair set (X. Y) is obtained. 

V = (blb\.....b'N^_]).i = 0A N2-l. 

x) = ujmodNlb)modN,,0 <i<N2-\.0<j<N-\. 

X = (x(].x\....xN^i). 

V) = VjmodN^j^i^A) <i<N2-l,0<j<N-l, 

Y = (y°,y\...,yN^) 

1(1 



Where GCD{N\, N2) = 1, common divisor of N} and N2 is 1, N = N\ * N2. The sequence-pair 

set (X V) is optimized punctured ZCZ sequence-pair set and TV] - 1 is the zero correlation zone ZQ. 

The length of each sequence in optimized punctured ZCZ sequence-pair set is N = N\ * N2 that 

depends on the product of length of optimized punctured sequence-pair and the length of Walsh 

sequence in Hadamard matrix. The number of sequence-pair in optimized punctured ZCZ sequence- 

pair set rests on the order of the Hadamard matrix. The sequence x' in sequence set X and the 

corresponding sequence yx in sequence set Y construct an optimized punctured ZCZ sequence-pair 

(.;'. 1/') that can be used ;us a pulse compression code. The phase states for any sequence-pair among 

(.1', yl) are —IT, 0 and n. Consequently, our newly provided optimized punctured ZCZ sequence-pair 

is a new kind of triphase code. And optimized punctured ZCZ sequence-pair set is made up of a 

set of triphase codes. 

The correlation property of the sequence-pair in optimized punctured ZCZ sequence-pair set is 

/?,.V(T)    =    RT,y,[T) = H1lv(TmodNi)Rb,bJ{TmodN2) 

—    Ruv(Tinodi\\ )Rf>ji)< (rmodfy) 

EN2.    \ir = 0,i=j 

0. if0< |T| <NI -l,i = j O7) 

0. if 1 ± j 

where N\ - l is the zero correlation zone ZQ. 

Proof: 

< 

I I 



I) When t = j. 

2) When i ^ j. 

T  = 0. 

Ruv(0) = E,Rb,bi(0) = N2, 

Rr,yJ(0) = Ruv(0)Rb,b}(0) = EN2: 

0 <\T\< Ni - 1. 

RUV(T) = 0. 

RX'y}(T) = Ruv{Tin(jiI.N])R,,,h}{Tni(>dNo) = 0; 

7  = 0, 

flt.y(0)=0, 

/?lV(0) = ,RrJy,(0) 

= Ruv{TmodN\)Rb,y(rmodN2) = 0: 

0< |T| < A', - 1. 

Ruv{T) = 0, 

fillyj(T)   =   RXiy,(T) 

= Ruv(TmodNi)Rb,bj{TmodN-2) = 0. 

According to Definition 3-1. the sequence-pair set constructed by the above method is ZCZ 

sequence-pair set. 

3.3     Properties of Optimized Punctured ZCZ Sequence-pair set 

Considering the optimized punctured ZCZ sequence-pair set that is constructed by the method 

mentioned in the last part, the autocorrelation and cross correlation properties can be simulated 



and analyzed with Matlab. For example, the optimized punctured ZCZ sequence-pair wet (A'. Y) is 

constructed by 31-length optimized punctured binary sequence-pair (u.v).u = (1111- 1-1 — 11 - 

11 1111 -1-1-1-11-1-11-1- 1111 - 111 - l),v = (111 1000101011100001001001110110) 

and Hadamard matrix H = [1111; 1 - 11 - 1; 11 - 1 - 1; 1 - 1 - 11] of order 4. We follow the three 

steps presented in Section 3 to construct the 124-length optimized punctured ZCZ sequence pah 

set. The number of sequence-pair here is 4 and the length of each sequence is 31 * 4 = 124. The 

first lint* of each matrix X = \x\\ x?-. X3; x.^j and Y = (i/i; 1/2; 2/3; 2/4] constitute a certain optimized 

punctured ZCZ sequence-pair (x],j/]). Similarly, the second line of each matrix X and Y constitute 
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another optimized punctured ZCZ sequence-pair (12*2/2)- 

xi = ( 1111-1-1-11-11-1111-1-1-1-1 

1-1-11-1-1111-111-11111-1-1 

-11-11-1111-1-1-1-11-1-11-1 

-1111-111-11111-1-1-11-11-111 

1-1-1-1-11-1-11-1-1111-111-1 

1111-1-1-11-11-1111-1-1-1-11 

-1 - 11 - 1 - 1111 - 111 - 1 ). 

y, = ( 11110001010111000010010011101101111000 

10101110000100100111011011110001010111 

00001001001110110111100010101110000100 

1001110110 ); 

X2=     (  1-11-1-11-1-1-1-1-1-11-1 

-11-1111-1-1-111 -1111-1-1-1 

1 - 111 - 1111111 -111-11-1-1- 1111 

-1-11-1-1-1111-11-1-11-1-1 

-1-1-1-11-1-11-1111-1-1-11 

1 - 1111 -1-1- 11-111 - 1111111 - 111 

-11-1-1-1111-1-11-1-1-111 ). 

y2=   ( 1 - 11 - 1000 - 10 - 10 - 11 - 10000100 - 1 

001 - 1101 -10-11  1100010101 - 110000 

-100100- 11 - 10- 1101 -11 - 1000- 10 

-10- 11 - looooipp- 1001 - 1101-10-1 

1 - 1100010101 - 110000 - 100100 - 11 - 10 



Optimized punctured ZCZ sequence-pairs (xi,yi) and (£2,2/2) are simulated and investigated in 

the following parts. 

3.3.1 Autocorrelation and Cross Correlation Properties 

The autocorrelation property and cross correlation property of 124-length optimized punctured 

ZCZ sequence pair set (X. Y) are shown in Fig.l and Fig.2 . 

From the Fig.l and Fig.2. the sidelobe of autocorrelation of ZCZ sequence-pair set can be as 

low as 0 when the time delay is kept within ZQ = N\ — 31 (zero correlation zone) and the cross 

correlation value is kept as low as 0 during the whole time domain. 

As it is known that a suitable criterion for evaluating code of length Ar is the peak signal to 

peak signal sidelobe ratio (PSR) of their aperiodic autocorrelation function, which can be bounded 

by [14) 

[PSRUB < WlogN = \PSR,„ar}dB (18) 

The only uniform phase codes that can reach the PSRmax are the Barker codes whose length is 

equal or less than 13. However, the sidelobe of the new code in both Fig.l and Fig.2 can be as low 

as 0. In some other words, the peak signal to peak signal sidelobe can be as large as infinite. In 

addition, it is also obvious that the length of the new code can expend to 31 that is much longer 

than the length of the Barker code. 

3.3.2 Ambiguity function 

When the transmitted impulse is reflected by a moving target, the reflected echo signal includes a 

linear phase shift which corresponds to a Doppler shift fd [7]. As a result of the Doppler shift /,/. 

the main peak of the autocorrelation function is reduced and so as to the SNR degradation shown 

as following: 
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, , L x(s)x*(s)ds 
WdB = lOlog       Jo    Y   ; ; (19) 

In addition, the sidelobe structure is changed because of the Dop])ler shift. 

Considering the sequence-pair (x.y) here, the receiving sequence in ambiguity function is differ- 

ent from the echo signal. Furthermore, the periodic correlation is use here. The ambiguity function 

listed as (9) can be rewritten as 

A(r, FD) = \J T      x(t)exp(j2*FDt)yt(t + T- r))dt 
'   ~ 2 

T 

+ /2     x{t)exp{j2*FDt)y'{t-T)dt\ (20) 

Equation (20) can be used to analyze the autocorrelation performance within Doppler shift. 

Equation (20) is plotted in Fig.3 in a three-dimensional surface plot to analyze the radar perfor- 

mance of optimized punctured ZCZ sequence-pair set within Doppler shift. Here, maximal time 

delay is 1 unit (normalized to length of the code, in units of NTs) and maximal doppler shift is 3 

units for autocorrelation (normalized to the inverse of the length of the code, in units of 1/NTs). In 

Fig.3. there is relative uniform plateau suggesting low and uninform sidelobes. minimizing target 

masking effect in zero correlation zone of time domain, where Zo = 31. —31 < r < 31. T ^ 0. 

3.4     Co-existence of Optimized Punctured ZCZ Sequence-pairs 

Considering interference from another radar j. if there are time delay and Doppler shift, the ambi- 

guity function of radar i can be expressed as 

A(T,FDi,FDj) (21) 

/•OC 

(:r'(i)eipO'27TFD,0 + xj(t)exp{j2irFDjt)) 

y"(t-r)dt\ 
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Fig.4 is three-dimensional surface plot to analyze the ambiguity function of radar i (considering 

interference from radar j). 

Generally speaking. Fig.4 closely resembles Fig.3. There is relative uniform plateau suggesting 

low and uninform sidelobes, minimizing target masking effect in zero correlation zone of time 

domain, where ZQ — 31. -31 < r < 31, r ^ 0. It is easy to see that even considering the 

interference from another radar j, the radar i may work as well as there is no interference. 

Fig.5 is the output of matched filter of radar i (considering interference from radar j) when 

there is no Doppler shift. 

Fig.l and Fig.5 are similar. There are regular high peaks on multiples of period 31 which is the 

length of zero correlation zone. And the sidelobe can be as low as 0 when the time delay is kept 

among zero correlation zone —31 < r < 31,r ^ 0. The high peak on zero time delay point can be 

used to detect  targets. 

In addition, output of matched filter of radar i (considering interference from radar j). when 

there is no time delay, is illustrated in Fig.6. Here, the Doppler shift is kept among 5 units 

(normalized to the inverse of the length of the code, in units of 1/NTs). From Fig.6, without time 

delay, while the Doppler shift is less than 1 unit (normalized to length of the code, in units of 

NTS). the amplitude decreases sharply. And the amplitude has a downward trend on the whole 

frequency domain. For some traditional phase coded waveforms, such as the Barker code, when 

Doppler frequencies equal to multiples of the pulse repetition frequency (PRF = l/PRI = \/Ts) 

the ambiguity value turns to be zero. Because of these zeros, such multiples of the pulse repetition 

frequency will render the radar blind |15] to their velocities. However, in Fig.6, ambiguity values 

are zero only when Doppler frequencies are equal to odd multiples of the PRF. Therefore, using 

the optimized punctured ZCZ sequence-pair in the RSN system could, to some extent, improve the 

blind speed problem in moving target detection system. 
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4    System Simulation in Radar Sensor Network 

In RSN of M radars, the combined received signal for the radar i is 

\; 
r,(u.O = ^Xj{t - tj)exp(j2nFDjt) + n{u.t) (22) 

]=\ 

Fo   is doppler shift of target relative to waveform j. tj is delay of radar transmitting waveform j. 

and n(u, t) is additive white Gaussian noise(AWGN). Equal gain diversity combination is used in 

the following simulation, the structure can be constructed as Fig.7. 

According to this structure, the combined received signal r^u, t) is processed by its correspond- 

ing matched filter i and the output of branch i is Z,(u, t). Each Zx{u. t) can be equal gain combined 

to construct the final output Z(u,t). 

The output of branch i is 

\Zi{u 

.1    M 

[ J EsiC - tj)exp(j2nFDjt) + n(u, t)\ 
J  —  TT • _ 1 2        , = 1 

y*(t-ti)dt\ 

r 
Where n(u) = f T n(u,t)y*(t - tt)dt can be easily proved to be still an AWGN. 

We can also have three special cases for |Z,(u)|: 

l)When all the radar sensors transmit the signals synchronously, in some other words, there is no 

time delay for each radar sensor nor doppler shift. t\ = ti — ... — t^ = 0 and Fpt = Fo2 = ... = 

Fo, = 0. then 

\Zi(u)\ (23) 

=   \E + 0 + n(u)\ 

is 



2)If there are no time delay but Dopper shift, /] = t-i = ... = tm = 0. tin 

\Z,(u)\ (24) 

,_2   A; 

| j   * [JT xj(t)exp(j2*FD]) + n(u, t)\y*{t)dt\ 
2       j=] 

In our work, we assume the doppler shift can be well estimated in the receiving radar sendor. 

so the doppler shift compensation factor exp*{j2-nF[) ) is introduced here. The equation can be 

modified as: 

\Zi(u)\ (25) 

I    M 

=    I / r E Xj(t)exp(32*FD,) + n{u, t)\ 
2       j=i 

y'i(t)exp'{j2nFD,t)dt\ 

.1    M 

S    !£'l » I / r E ^(0exp(j27r(FDj - *b,))tf (0| 
^~2        j=l 

_ r 

4 |  / ^ n(v.t)y;(t)exp'(j2nFDJ)dt\ 
' -~? 

According to the the third part of the equation (25), the magnititude of noise is reduceds 

because of the doppler shift compensation factor. 

If Fp] = FQ2 = ... = Fpj = Fp. the equation (25) can be further simlified as 

\Zi(u)\ (26) 

_ T 

<    \E\ + 0+ | /   2 n{u,t)yl(t)exp*{j2-nFDtt)dt\ 
J ~ 2 

',])  If both time delay and doppler shift exist in the RSN. also considering the doppler shift 
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compensation factor in the receiving sensor, 

\Zi(u)\ (27) 

r-Z    A/ 

I / ./ E xAl " tj)exp{j2-nFDit) + n(u. t)\ 

yti(t-T)exp*(j2TiFDjt)dt\ 

Z    M 

<    \E\ + | 17
2 [£ Xj(t ~ tj)exp{j2^{FD} - FDi))] 

Viit - U)\ + I / J n(u,t)y*(t - t^expiflvFo^dt] 

Assume FDj - FIh = ... = FDj = Fp. 

\Zi(u)\ (28) 

. I    M 

2       jfr 
\E\ + \ f T

2\Y,'j(t-tj)]yi(t-ti)dt\ 

_ z 

t I /      n(u,t)y*(t - tj)exp*{j2*FD,t)dt\ 

Because of the good periodic autocorrelation sidelobe properties of our codes, the frame of receiving 

data could be modified before the matched filter on the receiving radar sensor to improve the RSN 

performance. Here is the frame of receiving data illustrated in Fig.8. 

The data from N + 1 to max(tj) + N are added to data from 1 to N bit by bit. In this wax- 

can we get the periodic correlation of receiving signal and the matched filter. 

Therefore. 

\Zi(u)\ (29) 

,_l 

<    |£| + 0 + | /    2 n(u, t)yt(t)exp*(j2TtFDit)dt\ 

Based on (27) and (27). using frame modification before the matched filter, the performance of 

case 2) and 3) can be theoretically comparable.   Im some other words, using our provided codes 
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and frame modification, the RSN under the condition of time delay for each radar sensor can. to 

some extent, work as well as the RSN where all the radar sensors transmit signal synchronously. 

We apply optimized punctured ZCZ sequence-pair set as a bank of phase coded waveforms to- 

gether with equal gain combination technique in the simulation in order to study the performance 

versus different number of radars in RSN under the condition of either doppler shift or not Ac- 

cording to [7j. P/;(Probability of Detection), PFA{Probability of False Alarm) and PM(Probability 

of Miss) are three probabilities of most interest, in the radar system. Note that Pm = 1 - Pp. thus. 

Pp and PFA suffice to specify all of the probabilities of interest in radar system. Therefore, we 

respectively simulated the above two probabilities of different number of radars using different num- 

ber of optimized punctured ZCZ sequence-pairs in single radar system. 4-radar system and 8-radar 

system together with 1-radar system using Barker code respectively in this section. Three special 

cases of performances have been simulated. They are detection performance under the condition 

of no time delay nor doppler shift, no time delay but doppler shift and both time delay for each 

radar sensor and doppler shift. 10b times of Monte-Carlo simulation has been run for each SNR 

value. When multiple radars are working in RSN under the condition of doppler shift, the doppler 

shift are supposed to be well estimated in the receiving radar sensor and the compensating fat tors 

arc introduced in the receiving radars. Since equal gain combination is used here, the threshold for 

detection is chosen to be around 0.5. 

The probability of miss detection of the envelope detector in single radar, 4-radar. 8-radar 

and the single radar system using Barker code under the condition of no time delay nor doppler 

shift, of no time delay but doppler shift and of both time delay and doppler shift are compared 

in Fig.9(a), Fig.9(b) and Fig.9(c) respectively. According to the Fig.9(a). to achieve the same 

P\l — 10 , single radar system using Barker code requires about 2dD more SNR than that of 

4-radars under the environment of no time delay nor no doppler shift. Fig.9(b) also illustrates that 
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when PM = 10~3, SNR of 8-radars are 2.2d.D smaller than that of single radar system using Barker 

code when there is doppler shift in the simulation system. Considering time delay for each radar in 

multiple radars system, we only have P^ of 4-radar and 8-radar system in Fig.9(c). From Fig. 10(c). 

SNR of 8-radar RSN can gain \.ldD smaller than 4-radar SNR to acheive the same PM = 10-3. 

The probability of false alarm of envelope detector in different number of radars under the 

condition of no time delay nor doppler shift, of no time delay but doppler shift and of both time 

delay and doppler shift are shown in Fig.10(a) Fig.10(b) and Fig.10(c) respectively. Considering 

doppler shift. Fig. 10(a) shows that the SNR of single radar system using Barker code requires about 

bdB greater than that of 8-radars to obtain the same PfA = 10~2. When there is no doppler shift 

illustrated in Fig. 10(b), the SNR of 8-radars can be nearly 3.8dP> smaller than that of single radar 

system using Barker code in order to achieve the same PFA = 10~2. From Fig.10(c). 4-radar system 

requires \.7dB more than that of 8-radar RSN under the condition of both time delay and doppler 

shift. 

However, it is clear to see that, no matter how many radars have been exploited in the RSN, the 

performances of system without doppler shift are worse than that under doppler shift condition. 

It is of the reason that doppler shift, assumed to be exactly estimated, is well compensated on 

the receiving radar in the system under the condition of doppler shift. Besides, the doppler shift 

compensating part in receiving radar also, to some extent, reduces the magnitude of Gaussion noise 

of the channel because of the doppler shift factor exp( —j2-nFot) we used to compensate the doppler 

shift in the receiving radar as shown in quation (25). The above figures also clearly illustrate that 

whether considering doppler shift in RSN or not. performance of detection of multiradars(applying 

our optimized punctured ZCZ sequence-pair set and equal gain combination) are superior to that 

of singler radar. In addition, because of the superior autocorrelation sidelobe property of our codes, 

the performances of 4-radar and 8-radar RSN under the condition of time delay can be comparable 
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to those under the condition of no time delay. 

Therefore, according to the above results, applying our optimized punctured ZCZ sequence-pair 

set in RSN, the detection performances are much better than those of applying traditional phase 

coded waveforms in a single radar network. 

5     Conclusion 

We have studied phase coded waveform design and spatial diversity under the condition of doppler 

shift in radar sensor networks (RSN). In addition, the definition and properties of optimized punc- 

tured ZCZ sequence-pair set, which can be used as phase coded waveforms in RSN, are discussed 

in this paper. The significant advantage of the optimized punctured ZCZ sequence-pair set is a 

considerably reduced sidelobe as low as zero in the zero correlation zone and zero mutual cross cor- 

relation value in the whole time domain. Because of the orthogonal property of any two optimized 

punctured ZCZ sequence-pairs among a optimized punctured ZCZ sequence-pair set, they can co- 

exist in RSN and achieve better detection performance than that of a single radar. Consequently, 

the general conclusion can be drawn from the results presented in this paper that the optimized 

punctured ZCZ sequence-pair set, which has much better cross correlation properties than the 

optimum biphase codes(longer than 13), whose cross correlation peak value has been found to 

be approximately %/7V, can effectively satisfy higher demands criterion for detection accuracy in 

modern military and security affairs 
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Abstract—Sensing-through-wall will benefit various applica- 
tions such as emergence rescues and military operations. In 
order to add more signal processing functionality, it is vital to 
understand the characterization of sense-through-wall channel. 
In this paper, we propose a statistical channel channel model 
on a basis of real experimental data using UWB noise radar. 
We employ CLEAN algorithm to obtain the multipath channel 
impulse response (OR) and observe that the amplitude of chan- 
nel coefficient at each path can be accurately characterized as 
T location-scale distribution. We also analyze that the multipath 
contributions arrive at the receiver are grouped into clusters. 
The time of arrival of clusters can be modeled as a Poisson 
arrival process, while within each cluster, subsequent multipath 
contributions or rays also arrive according to a Poisson process. 
However, these arrival rates are much smaller than those of 
indoor UWB channels. 

I   INTRODUCTION 

Sensing-through-wall techniques have attracted great inter- 
est due to a broad range of military and civilian applications. 
During detection, it is more likely that signal processing occurs 
at one side of the wall and the interior space to be exploited 
is on the other and it can not be seen through conventional 
measures. Therefore it is desirable that the wall penetration 
sensing provide following information: building layouts like 
rooms and inner objects; identification of humans and their 
positions; the composition and structure of the wall. These 
characterizations will be of great use in locating weapon 
caches during military operations, searching and rescuing 
people from natural diasters such as earthquakes and providing 
sustainability assessment of bridges and buildings. 

In recent years UWB waveforms are frequently employed 
for indoor wireless propagation systems due to the exceptional 
range resolution and strong penetrating capability. There has 
been a great amount of research on statistical modeling of 
UWB indoor multipath channels |l]-[3] and IEEE [4] has 
standardized it on a basis of Saleh and Valenzuela (S-V) 
channel model [5], There have been some efforts investigating 
sensing-through-wall using UWB waveforms. |6] uses finite 
difference time-domain (FDTD) method to simulate reflected 
UWB pulses for three different types of walls. |7] proposes 
UWB transmission pulses for walls with different thickness 
and conductivity. However, these reports only describe about 
transmitted or reflected waveforms based on simulation, sense- 
through-wall channel has not yet been touched on. Imaging 
techniques have also been employed to show objects behind 
the wall in [8] and |9]. [8] uses wideband synthetic aperture 

radar and incorporates wall thickness and dielectric constant to 
generate the indoor scene through image fusion. |9] discusses 
the advantages of using thermally generated noise as a probing 
signal and analyzes the basic concepts of synthetic aperture 
radar image formation using noise waveforms. Nevertheless 
these studies haven't provide any insight into any property of 
through-wall radio channel. 

In this paper, we propose a statistical multipath model of 
through-wall radio channel based on real measurement. The 
UWB noise waveform presented in [9] has been adopted in 
our work. This is due to the inherently low probability of 
intercept (LPI) and low probability of detection (LPD). These 
characterizations provide immunity from detection, jamming, 
and interference. We investigate the model based on channel 
impulse response (CIR) obtained through CLEAN processing 
method. It is observed that the amplitude of channel coefficient 
at each path can be accurately characterized by T location- 
scale distribution. It is also observed that the multipath con- 
tributions arrive at the receiver are grouped into clusters. The 
time of arrival of clusters can be modeled as a Poisson arrival 
process, while within each cluster, subsequent multipath con- 
tributions or rays also arrive according to a Poisson process. 

The rest of this paper is organized as follows In Section 
II, we summarize the measurement and collection of the data 
In Section III, we apply CLEAN algorithm to extract CIR. 
Section IV presents the channel model in terms of amplitude 
and temporal characterizations. Conclusion and future work is 
given in Section V. 

II. MEASUREMENT SETUP 

A UWB noise radar system was set up in the Radar Imaging 
Lab at Villanova University. Fig. 1 illustrates the layout of the 
experiment room. The wall segment, constructed utilizing solid 
concrete blocks with a dielectric constant of 7 66. is 0.14m 
thick 2.8m long and 2.3m high. The room behind this wall is 
empty. 

A horn antenna, model ETS-Lindgren 3164-04, with an 
operational bandwidth from 0.7 to 6 GHz, was used as the 
transceiver. The antenna was placed only 1cm to the front 
wall, which is illustrated in Fig. 2. Therefore the through- 
wall propagation from antenna front edge to the backside of 
the wall is 15cm. 37 times of measurements are collected at 
different but equally spaced positions along the wall with step 
size 5cm. An Agilent network analyzer, model ENA 507IB, 
was used for signal synthesis and data collection. 
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Fig. 3.    UWB noise waveforms: (a) transmitted pulse (b) received echoes 

III. CHANNEL IMPULSE RESPONSE BASED ON THE 

MEASURED DATA AND CLEAN ALGORITHM 

The transmitted noise waveform and received echoes of one 
measurement are plotted in Fig. 3. It shows that UWB noise 
waveform has a very good sensing-through-wall capability. 
During 37 experiments, the frequency of the transmitted 
signal is 400 - 720 MHz and sampling rale is 1.5GHz/s. 
The tremendously large amplitude at around sample 100 is 
due to the antenna coupling [10]. Note that at a different 
position the measurement result will be slightly different but 
the characterization of the signals are quite similar. Thus the 
illustration of pulses collected at one position is sufficient to 
describe the property. 

Fig. 4 shows the histogram of transmitted and received 
waveform amplitude. It is very interesting to see that af- 
ter sensing-through-the wall, the back scattered signal still 
roughly follows Gaussian distribution. This conclusion applies 
to all other 36 measurements. Assume the mean and variance 
are // and a2 respectively, Table I shows the detail of these 
parameters. 

Since the transmitted and received signals have been known, 
the CLEAN algorithm can be used to extract channel impulse 
response (CIR). This method was initially introduced in [ 111 
to enhance radio astronomical maps of the sky, and has 
been frequently employed in UWB channel characterization 
problems [I2]-[14], The CLEAN algorithm is an iterative, 
high-resolution, sublractive deconvolution procedure that is 
capable resolving dense multipath components which are 
usually irresolvable by conventional inverse filtering [16]. 

Our steps involved [15] are: 

1) Calculate the autocorrelation of the transmitted signal 
Hss(f) and the cross-correlation of the transmitted with 
the received waveform Rsy(t). 

2) Find the largest correlation peak in Rsy(t), record the 
normalized amplitudes <vj, and the relative time delay rk 

of the correlation peak. 
3) Subtract Rss(t) scaled by <u from Hsy{t) at the time 

delay rjt. 
4) If a stopping criterion (a minimum threshold) on the 
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TABLE I 

ESTIMATED STATISTICAL PARAMETERS OF TRANSMITTED AND RECEIVED 

SIGNALS 

parameter transmitted signal received signal 
)i 4.0512 • 1.6756 

STD Error of // 0.258655 0.348318 
a 12.9328 174159 

STD Error of a 0 182952 0.246372 

peak correlation is not met, go step 2. otherwise stop. 

Fig. illustrated the absolute value of through-wall CIR 
al one position by clean algorithm. We can see that the 
channel consists of multipaths that arrive in clusters. Each 
cluster is made up of subsequent rays. This is very similar 
to the multipath rays in S-V channel model. However, in S- 
V model, the largest scattering, i.e., the highest magnitude 
always appears at the first path It is obvious to see this is not 
the general case in the through-wall channel. On a basis of 
CIR. the channel can be represented as 

r(t) ss 2_/i.„7->„(/ - T„) (li 

Fig. 5.    Normalized CIR hy CLEAN algorithm 

them in detail. 

IV. SENSE-THROUGH-WALL CHANNEL MODELING 

A.   Temporal Characterization 

Like in S-V model, multipath contributions arrive at (he 
receiver grouped into clusters and therefore similar method- 
ology used in S-V model studies may be also applied to 
sensing-through-wall CIR. The time of arrival of clusters can 
be modeled as a Poisson arrival process with a rate A, while 
within each cluster, subsequent multipath contributions or rays 
also arrive according lo a Poisson process with a rate A. 

We define: 

• T\ : the arrival time of the first path of the /-th cluster; 
.  r*. | : the delay of the A-th path within the /-th cluster 

relative to the first path arrival time 77; 
• A : the cluster arrival rate; 
• A : the ray arrival rate, i.e., the arrival rale of the paths 

within each cluster; 
• f : the mean excess delay; 
• aT : the rms delay spread 

By definition, we have T0/   =   T). The distributions of the 
cluster arrival time and the ray arrival time are given by 

where aT, and r„ is referred to as the amplitude and delay of 
the nth propagation path. In the next Section we shall analyze 

p(Ti|Tl_,) = Aexp(-A(T, -7i_,),/>0 

P(Tfc,llT(fc-)),/) = Aexp(-A(rki - T{k_,).,)). k > 0 

f, crT are defined by 

aT = v r2 - T
2 

where 

r2  = 

(2) 

(3) 

(•li 

(5) 

We analy?.e these parameters based on 37 experiments and 
show the result in Table II. 



TABLE II 

TEMPORAL PARAMETERS FOR SENSE-THROUGH-WALL CHANNEL 

MODEL 

parameter A(l/ns) A(l/n.s) f(i;s) cT 

value 0002 0.0224 1 8153 0.0827 

We may compare the A and A in Table II with the same para- 

meters lor indoor UWB, which arc 0.0667 and 2.1 respectively 
with unit 1/ns [17). The parameters for through-wall channel 
is much smaller due to the resistance of wireless propagation 

in wall. 

B.  Statistical Distribution of Channel Amplitude 

In the S-V model, the amplitude follows rayleigh distribu- 
tion. In the IEEE UWB indoor channel model |4], log-normal 
distribution was introduced for representing the fluctuations of 
the total multipath gain. In this Section we propose that the 
amplitude of sensing-through-wall channel follows T location- 
scale distribution. Its probability density function (PDF) is 

1   *   '   i-(**i] /(:,) = 
r(*±i; 1/ + 

L>Tt • r 
> 0,i/ > 0 (6) 

where 6 is the location parameter, 0 is scale parameter, v is 
shape parameter and T( ) denotes gamma function. Note that if 
define y = £=£, then y follows student's T distribution with \> 
degrees of freedom. As v goes to infinity, the T location-scale 
distribution approaches the standard Gaussian distribution. 
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On a basis of C1R amplitudes from 37 different positions, 
we apply Maximum Likelihood Estimation (MLE) approach to 
estimate the parameters (181 119]. It is generalized as follows: 

Let t/i, j/2- • • •, y<\ be N independent samples drawn from a 
random variable Y with m parameters 0\. 0?, • • • , 0,,,. where 

9, G 0, then the joint PDF of j/i, j/2. • • •. J/N 's 

LN(Y\6) = /y„(y, \eu • • •, em)... /y„(yn|0i, • • •, em) 
(7) 

When expressed as the conditional function of Y depends 
on the parameter 9. (he likelihood function is 

Fig. 6.     Ooodness-a(-f]| 

Fig. 6 clearly illustrates to what extend does the CIR 
amplitude match the PDF curve of the statistic model. The 
absolute amplitudes of CIR have been plotted in terms of 
histogram. We compare T location-scale distribution with 
Gaussian distribution. Although the transmitted and received 
signal amplitude follows Gaussian model, this is not the case 
for the channel. It can be easily seen that T location-scale 
model provides perfect goodness-of-fit. 

\ 

£.v(Y|0)=   \lY\»(Vk\9i,92 .0,,,) (S) 

k = l 

The maximum likelihood estimate of 0\. 0<~ •, Bm is the set 
of values 0\, 0-2, • • -, 0,„ that maximize the likelihood function 

LN(Y\0). 
As the logarithmic function is monotonically increas- 

ing, maximizing L,v(Y|0) is equivalent to maximizing 
ln(L.v(Y|0)). Hence, it can be shown that a necessary but not 
sufficient condition to obtain the ML estimate 0 is to solve the 
likelihood equation 

^ln(/,N(Y|0)) = O (9) 

We obtain i), <p and riu for t location-scale distribution, fi 
and 0 for Gaussian distribution. These are shown in table III 
We also explore the standard deviation (STD) error of each 
parameter. These descriptions are also shown in table HI in 
the form of ex, where x denotes different parameter for each 
model. It can be seen that T location-scale provides smaller 
STD errors than those of Gaussian distribution 

TABLE lit 

STATISTICAL AMPLITUDE PARAMETERS FOR SENSE-THROUCH-WALL 

CHANNEL MODEL 

PDF T location-scale Gaussian 

Parameiers 

S = 0.0136836 

4, = 0.00129967 
0 = 2.18286 

e;, = 2.35418e - 005 
Cp = 2.50893c - 005 

E„ = 0.0821753 

ft = -0.0138875 
a = I).0026790* 

£„ = 3.78917c - 005 
£„ = 2.67975c - 005 

RMSE 9.8983 25.5854 

Wc may also observe the goodncss-of-lit by root mean 
square error (RMSE). Let i (i=1.2. ••• , n) be the sample index 
of CIR amplitude in Fig. 6, c, is the corresponding density 
value, r, is the density value of the statistical model with 
estimated parameters by means of MLE. RMSE is obtained 
through 

RMSE = r £(c-c,)2 
(10) 

where n is the total amount of sample index. The RMSE for 
T location-scale and Gaussian distributions have been listed 



in Table III also. Il demonstrates that T location-scale is the 
model that fits the channel amplitude data very well. 

V. CONCLUSION 

From our investigation, we would draw following con- 
clusions: 1)LTWB noise waveform may have a very good 
sensing-through-wall capability for walls composed of solid 
concrete blocks. 2)Sense-through-wall channels are made up 
of multipath components and the highest magnitude does not 
always appear at the tirst path. 3)Thc multipath contributions 
arrive at the receiver are grouped into clusters. The time of 
arrival of clusters can be modeled as a Poisson arrival process, 
while within each cluster, subsequent multipath contributions 
or rays also arrive according to a Poisson process. However, 
these arrival rates are much smaller than those of indoor 
UWB channels. 4) The amplitude of channel coefticient at 
each path can be more accurately characterized as T location- 
scale distribution other than Gaussian distribution due to better 
goodness-of-fil and smaller root-mean-square-error (RMSH). 
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ABSTRACT 

//; this paper, we study the underwater sonar sensor 
network which is more complicated because of the time-variant 
and energy costing underwater environment. Since it is known 
that interference with each sonar could he effectively reduced 
when waveforms are appropriately designed, we provide a new 
set of triphase coded waveforms called optimized punctured 
Zero Correlation Zone sequence-pair set (optimized punctured 
ZCZPS) and provide a method to construct such a kind of 
code We also study codes' properties especially using the 
useful ambiguity function to analyze the nature of the output 
of the matched filter when there are both time delay and 
Doppler shift Then we apply our provided triphase waveforms 
to the underwater sensor network, provide a system structure 
and simulate the target detection performance of the system. 
Comparing with the classical periodic Gold sequences, our 
codes could improve the system detection performance to a 
certain extent. 
Keywords: Zero correlation zone; Opimized punctured ZCZ 
sequence-pair set; Sonar sensor network. 

I. INTRODUCTION 

Much time and effort have been put in radar waveform 
design for radar sensor networks [1] [2] [3], since multiple 
radar sensors could be combined to form a multiradar system 
to overcome performance degradation of sigle radar. Though 
underwater sonar system is more complicated than the radar 
system because of many unique channel characteristics such 
as fading, extended multipath and refractive properties of the 
sound, multiple sonar sensors could construct a underwater 
sonar sensor network so that the detection performance could 
be improved 

The long-range bistatic sound transmission through the 
ocean sound channel, such as in ocean acoustic tomog- 
raphy [4] [5], in acoustic thermometry of ocean climate 
(ATOC) [6], used the signal that allows sufficient sound energy 
delivery into the ocean so that the signal received at long 
range, perhaps several megametcrs, has a sufficiently high 
signal-to-noise energy ratio but low signal-to-noise power 
ratio. Consequently, precision measurements of sound travel 
time could be made and good time resolution should be 
allowed after signal processing, m  sequences, successfully 

used in previous experiments [4] [7] [8], satisfy the long-range 
transmission requirement and the same time resolution as a 
monopulsc or periodic pulse system whose pulse width is one 
digit duration achievable at high power. In other words, high 
signal energy is provided by transmitting over a long time 
(large T) and good time resolution is achieved by using a 
sequence of short pulse (large W), therefore having a large 
TW product [9]. This is called the phase coded waveform 
technique which is a widely used in radar system. 

Therefore, family of in sequences could be applied to the 
underwater sonar sensor network to achieve better targets 
detection performance. Nevertheless, the autocorrelation and 
cross correlation properties of family of m sequences or even 
Gold sequences are not optimized. Based on the ZCZ [10] 
concept, we propose triphase coded waveforms called ZCZ 
sequence-pair set (ZCZPS), which can reach zero autocor- 
relation sidelobe during ZCZ, as well as zero mutual cross 
correlation peak and sidelobe during ZCZ. We propose and 
demonstrate a method that optimized punctured sequence-pair 
joins together with orthogonal matrix to constmct the triphase 
coded waveforms called optimized punctured ZCZ sequence- 
pairs set (optimized punctured ZCZPS), and subsequently 
apply them to an underwater sonar sensor network. In addition, 
a frame structure of the underwater sonar sensor network 
is provided and used in the simulation According to the 
simulation results, the target detection performance is well 
improved by using our proposed codes in the provided system 
structure comparing with the system using Gold codes 

The rest of the paper is organized as follows In Section 
2, the definition of ZCZPS and optimized punctured ZCZPS 
is proposed. A method using optimized punctured sequence- 
pair and orthogonal matrix to construct ZCZPS is given and 
proved. In Section 3, we analyze the properties and ambiguity 
function of optimized punctured ZCZPS. We investigate the 
performance of optimized punctured ZCZPS in targets detec- 
tion simulation of underwater sonar sensor network comparing 
with Gold code in Section 4. In Section 5, we draw some final 
conclusions on optimized punctured ZCZPS. 

II. DESIGN FOR OPTIMIZED PUNTURED ZCZ 
SEQUENCE-PAIR SET 

Since it has been well studied that it is almost impossible to 
find or construct sequences which have ideal autocorrelation 



sidelobes and cross correlation peaks at the same time, zero 
correlation zone (ZCZ) is a new concept provided by Fan [II] 
in which both autocorrelation and cross correlation sidelobes 
arc zero while the time delay is kept within the ZCZ instead 
of the whole period of time domain. 

Matsufuji and Torii have provided some methods of con- 
structing ZCZ sequences in [12] [13]. In this section, we apply 
optimized punctured sequence-pair [14] in ZCZ together with 
the orthgonal matrix to construct optimized punctured ZCZ 
sequence-pair set. 

Definition 3-3 If (.r1''1, i/p)) in Definition 3-1 is constructed 
by optimized punctured sequence-pair and a certain matrix, 
such as Hadamard matrix or an orthogonal matrix, where 

/.', 
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A.   The Definition of Optimized Punctured ZCZ Sequence-Pair 
Set 

Definition 3-1 Assume (i'p\ j/'p') to be a sequence-pair of 
set (A', Y) of length A and the number of sequence-pairs K, 
where p = 0. 1,... K - 1, t = 0,1,.... N — 1, if sequences in 
the set satisfy the following equation: 

Rxtp)y(,)(r) 
N-i 

E 
N-i 

XMVM' = V^   (P) tM- 

A A7,    for r = 0,p = q 
0.        for 0 < \T\ < Z0 

)mod(N) 

HI 

where 0 < A < 1, (x(p',y'p') is called a ZCZ sequence-pair, 
ZCZP(N, K, ZQ) is an abbreviation. (X, Y) is called a ZCZ 
sequence-pair set, ZCZPS(N, K, Zy) is an abbreviation. 

Definition 3-2 [14] Sequence u = (un, ui ",v-i) is the 
punctured sequence for v = (t'rj.i'i I'A>-I), 

I).      if j € P punctured bits 
Vj,    if j 6 Non-punctured bits (2) 

Here, P is the number of punctured bits in sequence v. 
Suppose Vj € ( — 1,1), u is P-punctured binary sequence that 
u} 6 (-1,0, 1), {u.v) is called a punctured binary sequence- 
pair. 

Theorem    3-1    [14]   The   autocorrelation   of  punctured 
sequence-pair (u.v) is defined 

N-i 

Ruv(r)  =   Yl  U'V(i + r)inu,lN,0 <T <N-  ] (3) 

If the punctured sequence-pair has the following autocorre- 
lation property: 

Ruv(T) = 
E.    if T = OmodA' 
0,     others 

(4) 

the punctured sequence-pair is called optimized punctured 

sequence-pair [14] Where, E = X^"1 utv{i+T)modN = 
A' - p, is the energy of punctured sequence-pair. 

The properties, existing necessary conditions and some 
construction methods of punctured binary sequence-pair have 
been well studied by Jiang [14]. Many optimized punctured 
sequence-pairs have been found of length from 7 to 31 so far. 

AN,    for T = O.p = q 
0.       forO<|r|<Zo 

(5) 

where 0 < A < 1, then (.r(p', t/(p') can be called an optimized 
punctured ZCZP. 

B   A    Method   to   Construct   Optimized   Punctured   ZCZ 
Sequence-pair Set 

An optimized punctured ZCZ sequence-pair set can be 
constructed from the following steps: 

Step 1: Given an optimized punctured binary sequence-pair 
(u.v), the length of each sequence is N\ 

u = urj.Ui, ...,ujv,-i,Ui 6 (—1,1), 

V = t.'rj, L>I, ...,uyv,-i.", 6 (-1,0, 1). 

Step 2: Given orthogonal matrix B, the length of the 
sequence is Ao which is equal to the number of the sequences 

B= {b°;b1-...,bNl-1),b' 
X ('>i').''i '''v,   i) 

Step 3: Process the optimized punctured binary sequence- 
pair with each row of the orthogonal matrix B, 

TnorfNa • 

•'' 

x) = u(((N1/d)*j^[j/d\)modN])b) 

X = (i0;!1;...;:^-1),*' = (ij.i 
0 < i < N2 - 1,0 < j < N - 1, 

v) = v(({Ni/d}*j + [j/dDmodN^b] ,AV 

0 < t < A^2 - 1,0 < j < N - 1, 

Y = (y0;yl;...;yN*-1),y> = (y'.yj y^_„ 

..) 

Where d = GCD{NllN2), N = A, * N2 and [j/d\ means 
to get the integer of [j/d\. The three steps make the sequence- 
pair set (X,Y) an optimized punctured ZCZPS, where ZCZ 
Z{> = N] - 1 or Zo = Aj - 2 which depend on the value of d. 
The length of each sequence in optimized punctured ZCZPS 
is A = Ai * A2 that depends on the product of length of 
optimized punctured sequence-pair and the length of a row in 
Orthogonal matrix. The number of sequence-pairs in optimized 
punctured ZCZPS rests on the order of the Orthogonal matrix 
The sequence x'1' in X and the corresponding sequence (/'"' 
in Y construct an optimized punctured ZCZP (a(,',y(,)) that 
can be used as a phase coded waveform, such as :r(l' for radar 
transmitter and y('' for radar receiver The phase states for any 
sequence-pair among (l''',y*'') are only of three options, so 



our newly provided optimized punctured ZCZPS is a new set When i / j, 
of triphase codes. _ „ 

Then we will prove that the sequence-pair set constructed N2-I 

by the above steps arc optimized punctured ZCZPS. Proof: Rxu)yu)(0) = Rxy(0) ^ l>,.rl>'rml)llN2, 

.v,.v,-i N*Z? 

«,«.»,«„(r)=     £    "ir'^S+r) tNlN, <6> SlUCe 2- 6l>6'*, »/N, = 0,«l(„!/(J,(U) = 0; 
*=o r=° 

N.^-i 0< \T\ < A, - l,/?„„(r) =0. 

53    u((N,/d)fc+[fc/dJ)mod^16,,jtmodN2- ^' 
<V = 0 fli(>)yO)(T) =    2^   ^i.''','.(r4T),M..,/.V,^J!/(T)  = 0: 

r'((N,/d)(k + r) + [(A- + r)/dJ)mo<iN16-i(fc+T)modN2 

N    , N    , Similarlly, Wjjj,. could be proved. 

^o  r^o When r0 < Ai/d - 2 and 0 < Tj < d - 1, 

u((A'I/d)(mA'2 + r) + [(mJV2 + r)/rf)J)morf7Vi tf.T    =    ((yv,/,/). T, + T() + [(r + T,)/dJ)modN\ 

v'((Nx/d)(mN2 + T + T0d + T{) <    ((yv,/d)(d- l) + Ni/d-2+ OmodA7, 

+ [(;>iA2 + r + r0d+ Ti/d)\)modN] _    ^  _ ] 

V" ;,    ;,• Y" When T0 < AVd-l.r. < d-2, 
/ -   0''°J.(7+T,„i + T1)mr„/A,

i   Z^ 
7=0 r,i=0 

u((Nl/d/d)r + mN2/d + [r/dj )modN\ 

i'*((A,/d)(r + T]) + mN2/d
Jt r0 + [(r + r1/d)J)modAr

] 

'=" '"=" «r,       =       (A,/d)T,   +T0+   [1> + T,)/<7J   +   [r/,/J)»l(«/.V, 
«((A'1/d/d)r + m7V2/d + Lr/dJJmodTV, <    ((A,/d)(d - 2) + JVj/d- 1 -r l)mod7V, 

=    AT, - A,/d< A, - 1 

As a result, when 0 < r < N\ - 2, then 1 < t, , < A] - 1. 
Here. A- = m/V2 + r,r = r0d + T, . 0 < m < A, - 1.0 < r < (u y) fe |he optimjzed punctured bjnary sequence-pair, so 
N2 - 1,0 < T, < d - 1. If rm,r = ((A,/</)r + i„N2/d + we cou|d get ^^ = 0 and R ){T) = 0 similarlly, 
[?•/</1 )7iiodAi), T,„.r+T - r,„.,  is unrelated to in. Then we .„ .. ^o^-i,     ,. 
can have that Whe"  '   f   \'R*"v"(°)   =   *»««>) £r_o   'v^,r,„„«, 

Since £r=
2
0    b«.»-^,rn,odNa  = °. flxOv(i)(-T)  =  /?,.(/J(T). 

It is also easy to prove that when -(A') - 2)  <  T  <  0, 
tt.r = Tin.r+r - r,„.,. (7)     Rxfi)yu)(T) = 0. Similarlly, Rxly< = 0. 
= ((A,/d) • 7-, + T0 + [(?• + T,)/(/J) - [r/dJJmodA'] Theorem 3-2 The optimized punctured binary sequence- 

pair (u.v) and the N2 order orthogonal matrix B constructed 
an optimized punctured ZCZPS [X, Y), d = <7C;j>(A,. Ao), 

So Rx<,)yU) could be abbrev.ated to jn some 0(her wor(jSj N^d .g re|ative|y primc ,0 ^ then 

(1)    (/      =      1,    the    ZCZPS    could    be    expressed    as 
N2-i ZCZPS(N1N2,N2,Nl - 1), and 

fl,(.)yO)  =    2J   ^•'•^.(r+T„ + T,)T,u„/A'2
W»r(i,r,T) (8) /•     g^      ,f T  = Q   ,  = j 

r=0 «T...y.J)(T)=   <     0, if()<   |T|   <  A,   -   l,j=   7 

(  0, if 0 < |T| < A, - 1.7 ^ j 

(!) |fd =   1. T   =  Tod+7-,,0 <  T,   <  d- 1,T,   =    (2)   (/     >      1?   the   ZCZPS   cou,d   be   cxpresscd   as 

0,tr,T   =   r-   Accord.ng to (8),  we  have  HX,„,W(T)   =     ZCZPS(NiN2,N2,Nt - 2), and 
y   2n   birb',  ,    ,,    ,     ,., /t„,,(T). Also (u.7;) is the op- ,     ,, ,, 
timized punctured binary sequence-pair. „ . . „ ,„.,.,„ 

'        . 7?l(.)ylJ,(T)= {   0, if 0 < |T| < A, -2,I = J 
Whcn'=J- [  0. if()<|T|< A, -2,i*j 

r — (j where 0 <  t  <   1. If the punctured sequence-pair has the 
/v2_i following autocorrelation property: 

/?,,„„„,«>) = «l2y.(0) =   £ fr,.r6* W2fl„„(0) = A2£; ^    ^^ _ J  £.    if TS Omodv 
, =o 

0< \T\ < A, - \.R,IV(T) = 0. 
;V2 -  ] 

<   0.'    others ' (9> 

the punctured sequence-pair is called optimized punctured 

«l(„y(J,(T)=     ^,,^,„„),,.V2-'A,,(T) = 0: sequence-pair [14], Where, E  =   E^o'u«u('+0, /A-   = 
7=() A - p, is the energy of punctured sequence-pair 



Ml. PROPERTIES OF OPTIMIZED PUNCTURED ZCZ 
SEQUENCE-PAIR SET 

An example is given to analyze the autocorrelation and 
cross correlation properties of the optimized punctured ZCZPS 
constructed by the method mentioned above. The 144-length 
optimized punctured ZCZPS (X,Y) is constructed by 12- 
length optimized punctured binary sequence-pair (u,v),u = 
[+ + + + +- + +-],«= [0+ + + -00+- + +0] (using 
'+' and '—' symbols for '1' and ' - 1') and orthogonal matrix 
B of order 12. Each row of matrix X = [:r(1': x'2':...; x'12'] 
and Y [y (l)-y(2) 

;y 
punctured ZCZP (x(,',y(,)) 

(12)1 constitute a certain optimized 

I) Autocorrelation and Cross Correlation Properties: The 
autocorrelation property /?(.r(1', y(1') and cross correlation 
property /?(x(1>,y(2)) = tf(y(1).x(2)) of 144-length opti- 
mized punctured ZCZPS (X.Y), are shown in Fig. 1. 

.: 
o  < * 
Jl 

5 o/. 
3 
*"l 
£0S 
E 
,.... 
«., 
t 
Z  o). 

! 1    • i 
.,             • > • i t   • 

• " ' , 
-100 K 0 M 100 1W 

Oelayr/r 

,. 

°,„ 
3 • 
?»' 1 J     | 
£   0 I 1           1 1! 
F 1 1 1            1               L       I i               i r" ! '   . h 1   ; 1 
S i   • il     1 

0 

1     .                                     .1 
;   ••-   '''I1 

Fig. 1 can be as low as 0 during ZCZ, and the PSR can be as 
large as infinite. Besides, the length of the new code is various 
and much longer than the length of the Barker code. 

2) Ambiguity function: Because of the Doppler shift 
fd [15], the main peak of the autocorrelation function is 
reduced and so as to the SNR degradation. Focusing on the 
sequence-pair (x. y) here, the receiving sequence in ambiguity 
function is different from the echo signal and the periodic 
correlation is used instead of aperiodic correlation here The 
ambiguity function can be rewritten as 

,-f + T 
A{T,FD) = | / x,(t)exp(j2nFDt)y;(t \ T     r))dt 

T 

+ /'       x,(t)exp(j2TtFDt)y',(t~r)dt\ (10) 

In order to analyze the autocorrelation performance of an 
optimized punctured ZCZP with dclay-Doppler shift, equation 
(10) is plotted in Fig.2 in a three-dimensional surface plot  In 

(b) 

Fig. I (a)Pcnixlic aulocorTclalion properly of 144-length optimized punc- 
tured ZCZ sequence-pair (x"',y''') (h)Pcriodic cross correlation property 
of 144-length optimized punctured ZCZ sequence-pair (^'',y'2)) 

According to Fig. 1(a), the sidelobe of autocorrelation of 
ZCZPS can be as low as 0 when the time delay is kept within 
Z() = N\ — 2 = 10, as well as the peak and sidelobe of 
the cross correlation value, since il > 1. The only uniform 
phase code that can reach the theoretical maximum peak signal 
sidelobe ratio (PSR) [15] is the Barker code whose length is 
equal or less than 13. The sidelobe of the new code shown in 

OopD«r shirt v 'Ut 

Fig. 2.    Ambiguity function of a 144-length ZCZ sequence-pair (.r1''. t/1') 

Fig.2, there is relative uniform plateau suggesting low and 
uninform sidelobes. This low and uniform sidelobcs minimize 
target masking effect in ZCZ of time domain, where Z(l = 10, 
-10 < r < 10, T ^ 0. When Doppler shift is well controlled, 
there are peaks on period of 12 and sharp peaks on period of 
144 in time domain which could be used to detect the targets. 

IV. ZCZ OPTIMIZED PUNCTURED 
SEQUENCE-PAIR WAVEFORM CODING IN SONAR 

SYSTEM 

M denotes the number of essentially different ZCZ opti- 
mized punctured sequence-pairs. The receiver is pictured as 
M cross correlators; and each calculates the cross correlation 
function of the received signal r(/) and the corresponding 
sequence (?/''(<)> i — 1, 2,.... M). 

Suppose that the transmission was the summation of the 
M outputs of the transmitter s,(T,Tr), which is a baseband 
sequence-controlled phase-modulated signal from the nh se- 
quence with r,Tr time delay. Let Z,(u) be the output from the 



;th correlator, and Z is the final output after the equal gain 
combination is used. The sample output is 

is introduced here 

Z   =   X>H 
1=1 

The transmission signal is 

M 

S = Y,'i(t-TiTe) 

(11) 

(12) 

In the underwater sonar sensor network of M radars, the 
combined received signal for the radar i is 

r(u,0 = £*>(< ~ tj)exp(j2nFDjt) + n(u,t)        (13) 
J=I 

Fp and tj are Doppler shift of target and time delay relative 
to waveform j, and n(u,t) is additive white Gaussian noise 
(AWGN). The structure can be constructed as Fig.3. 
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If F; "D,  = = Fn   = Fn, further simlificd as D, 

/I |Z4(«)| < \E\ +0 + | / ^ n(u,t)y;(t)exp*(i2ir/'b,t)de| (17) 

2) If both time delay and Doppler shift exist in the RSN, 
assuming Fp, = FQ2 = ... = F/^j = Fp, considering the 
Doppler shift compensation factor in the receiving sensor, 

M 

\ZAn)\<\E\ '/-.'? rj(t-ij)]y;(t -t,)dt\ 
j¥t,j=l 

|/_f„. u,0»;(t-tj)eip'(j2«F|,1t)A| (18) 

Because of the good properties of our proposed codes, we 
modify the frame of receiving data before the matched filter 
on the receiver to improve the performance. The data from 
Af + 1 to rnax(tj) + ./V are added to data from 1 to max(tj), 
bit by bit, where N is the original data length and 13 is the 
(Tmc delay for jth transmitting radar sensor In this way can 
we get the output of the matched filter 

|Z(«)|<|F|+0 + 
/ 

n{uA)y;{<)exv(j2*FDJ)dt\ (19) 

Fig. 3.    Waveform diversity combining in RSN 

According to this structure, the combined received signal 
r(u,t) is processed by the matched filter t and the output of 
branch /' is Z,(u). Each Z,(u) can be equal gain combined to 
construct the final output Z(u). 

The output |Z,(u)| of branch i is 

|  / ' [£*>(« - tj)exp(j2nFDjt) + n(u,t)}y;(t - t,)dt\ (14) 
2     ,= 1 

T 

Where n(u) = J_2
r n(u,t)y"{t - r,)'/r can be easily proved 

to be still an AWGIM. 

We can also have two special cases for |Z,(!i)|: 
l)If there is Dopper shift but no time delay, all the radar 
sensors transmit signals synchronously, |Z,(u)| turns to be: 

'L      M 

\J    lY,xj(t)exp(j2nFDi)+n(u,t)]y:(t)dt\        (15) 
2    7 = 1 

Assuming that the Doppler shift can be well estimated in 
the receiving radar sensor, so the Doppler shift compensation 

According to (16) and (18), it is easy to sec that using our 
provided codes and frame modification the underwater sonar 
sensor network under the condition of time delay for each 
radar sensor can, to some extent, theoretically work as well 
as the network where all the sonar sensors transmit signals 
synchronously. 

According to [15], Pp (Probability of Detection), I'yA 

(Probability of False Alarm) and PM (Probability of Miss) 
suffice to specify all of the probabilities of interest in a sonar 
system. Therefore, we apply optimized punctured ZCZPS to 
the underwater sonar sensor network, together with equal 
gain combination technique in the simulation. We respectively 
simulated Pp,t and Pp- 4 of underwater sonar sensor network 
using our optimized punctured ZCZ sequence-pairs comparing 
with Gold codes of comparative length. Two special cases 
of performances have been simulated. They arc performances 
under the condition of no time delay but Doppler shift, and 
under the condition of time delay (limited within the ZCZ) for 
each radar sensor and having Doppler shift. 

Fig.4 illustrates that when PM = 10 '', SNR of 4-sensor 
underwater sonar sensor network using Gold codes are \dB 
greater than that of 4-sensor system using our proposed codes 
with Doppler shift but no time delay. Considering time delay 
for each sensor in Fig.4, SNR of 4-sensor underwater sonar 
sensor network using our codes can gain 1 5<//J smaller than 

(16) 
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Fig. 4.      Probabilny of miss detection in sonar sensor network under the 
condition of no time delay but Dopplcr shift or time delay and Dopplcr shift 

4-sensor system within Gold codes to acheive the same P\i = 
lO"19. 

v. CONCLUSION 

We propose and investigate a new kind of triphase codes 
optimized punctured ZCZPS, provide a constructing method 
and analyze the codes' properties. The significant advantage 
of the optimized punctured ZCZ sequence-pair set is a consid- 
erably reduced autocorrelation sidelobe and zero mutual cross 
correlation value as low as zero in ZCZ. Then we apply our 
optimized punctured ZCZPS to the underwater sonar sensor 
network, of which the system structure is given and analyzed. 
A conclusion could be drawn from the simulation results 
that our proposed optimized punctured ZCZPS, which provide 
better target detection performance than Gold codes, could 
satisfy higher demands criterion for detection accuracy in 
modern military and security affairs for underwater acoustics. 
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Fig. 5      Probability of false alarm in RSN under the condition of no time 
delay but Dopplcr shift or time delay and Dopplcr shift 

According to Fig.5, the SNR of 4-sensor underwater sonar 
sensor network within our proposed codes can be nearly 0.8(113 
smaller than that using Gold codes in order to achieve the same 
PPA = 10_J. In addition, 4-sensor system requires \.5ilB 
more than that of 4-sensor system under the condition of both 
time delay and Dopplcr shift when PFA — 10~' 8 . 

The above figures distinctly illustrate that detection perfor- 
mances of underwater sonar sensor network using our propose 
codes are superior to that using Gold codes. The performances 
of underwater sonar sensor network considering time delay 
for each transimrting sensor are worse than those under the 
condition of no time delay, but could be acceptable Since 
the time delay estimate in the receiving part may introduce 
some kind of inaccuracy to the system In addition, it is easy 
to assume that the more sensors used, the better performance 
could be obtained 
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ABSTRACT 

In radar sensor network (RSN), interference with each 
radar can he effectively reduced when waveforms are properly- 
designed. In this paper, we firstly perform some theoretical 
studies on co-existence of phase coded waveforms in RSN 
Then we give the definition of a new set of triphase coded 
waveforms called optimized punctured Zero Correlation Zone 
sequence-pair set (optimized punctured ZCZPS) and analyze 
their properties especially their optimized cross correlation 
property of any two sequence-pairs in the set Furthermore, 
we apply our newly provided triphase coded waveforms and 
equal gam combination technique to the system simulation, 
and study the performances versus different number of radars 
in RSN, with Doppler shift or not. Simulation results show that 
detection performances of mult i radars (utilizing our optimized 
punctured ZCZPS and equal gain combination), either under 
the Doppler shift condition or not, are superior to those of 
singler radar 
Keywords: Zero correlation zone; Opimized punctured ZCZ 
sequence-pair; Radar sensor network 

I. INTRODUCTION 

With recent rapid development in information fusion tech- 
nology, much time and effort have been put in waveform 
design. Bell [1] who introduced information theory to radar 
waveform design, concluded that distributing energy is a good 
choice to better detect targets. In Sowelam and Tcwfik [2]'s 
work, each waveform selected maximizes the KullbackLeibler 
information number that measures the dissimilarity between 
the observed target and the alternative targets in order to 
minimize the decision time. However, all the above researches 
only focused on a single active radar 

Multiple radar sensors can be combined to form a multiradar 
system to overcome performance degradation of single radar 
along with waveform optimization. In [3], Liang studied 
constant frequency (CF) pulse waveform design and proposed 
maximum-likelihood (ML) automatic target recognition (ATR) 
approach for both nonfiuctuaing and fluctuating targets in a 
network of multiple radar sensors. In [4], RSN design based on 
linear frequency modulation (LFM) waveform was studied and 
LFM waveform design was applied to RSN with application 
to ATR with delay-Doppler uncertainty by Liang as well. 

J.Liang [5] provided an orthogonal waveform model for RSN, 
which eliminates interference when there is no Doppler shift 

Phase coded waveform design is on of the widely used 
waveform design methods for pulse compression which allows 
a radar to simultaneously achieve the energy of a long pulse 
and the resolution of a short pulse without the high peak 
power which is required by a high enery short duration 
pulse [I]. Nevertheless, the radar sensor network using phase 
coded waveforms has not been well studied so far. In this 
paper, we firstly theoretically study RSN design based on 
phase coded waveforms: the conditions for waveforms co- 
existence. Then we apply our newly proposed triphase code 
called optimized punctured ZCZ sequence-pair set to RSN. We 
perform studies on the codes' properties, especially the cross 
correlation property and analyze the performance of optimized 
punctured ZCZ sequence-pairs in RSN system with Doppler 
shift. According to the Monte Carlo simulation results, RSN 
based on optimized punctured ZCZ sequence-pairs provides 
promising detection performance much better than that of 
single radar, in terms of probability of miss and false alarm 
detection. The rest of the paper is organized as follows 
In Section 2, we study the co-existence of phase coded 
waveforms. Section 3 introduces the definition and properties 
of our newly provided triphase coded waveform-optimized 
punctured ZCZ sequence-pair set. In Section 4, we study the 
performance versus the number of radars in RSN with Doppler 
shift. In Section 5, conclusions are drawn on a RSN using our 
optimized punctured ZCZ sequence-pairs. 

II. CO-EXISTENCE OF PHASE CODED 
WAVEFORMS IN RSN 

In RSN, radar sensors are likely to interfere with each other 
and the performances may be bad if their waveforms arc not 
properly designed. Orthogonality can be introduced as one 
criterion for the phase coded waveforms design in RSN to 
make radar sensors co-existence. 

We assume there are TV radars networking together in a 
self-organizing fashion in our RSN. The radar i transmits a 
waveform as 

N-\ N-l 

*«(0 = E ;c'"'(' - BT«) = L «P0"2^,("V - nrc))   (I) 
n = 0 >i = 0 

Here, 0 < / <= r... 



When the phase coded waveforms arc orthogonal to each 
other, the interference from one waveform to the another can 
be minimized or even removed. The cross correlation between 
:c,(r) and Xj(t) could be 

rT/2 

Xi{t)x'j(t)dl (2) 
/ 

=   Tc £ exp[;2*(~ + i)Tc(/3< 

772 
N-l 

n) ?<")l 

n = 0 
(n) mc[rcUr'-0) i(")\ 

The optimized cross correlation is that of orthogonal wave- 
forms 

•772 

(3) 
/ *^>Ho"Tc \7] 

0<n)) = kir,k = It is easy to see that when Z^nJo n"rc(i^.- 
1,2,3..., it satisfies the equation (3). In this way can phase 
coded waveforms be orthogonal to each other and work well 
simultaneously in Radar Sensor Network. Nevertheless, there 
are time delay and Doppler shift ambiguity that will intro- 
duce interference to waveforms in RSN. Ambiguity function 
(AF) [6] is usually used to succinctly characterize the behavior 
of a waveform paired with its matched filter. 

The matched filter for waveform x,(t) is x* (-/.). In the 
RSN of M radars, the radar 1 not only receives its own back- 
scattered waveform, but also scattered signals generated by 
other M - 1 radars which caused interference to radar 7. 

Assuming each radar transmits signal synchronously, t 1 = 
h = 'A/ =0 and considering interferences from all the other 
hi - 1 radars. Assuming time delay r = 7IITC for receiving 
radar 1, the ambiguity function of radar i could be 

Ai{r,FD FDM) 

M 

[J2xj(t)expU2nFDt)}x'j(t - r)dt\ 

=    I'c L E ^P[j2^("~m'(f + rn - l)rc 
j=l n — rn 

(4) 

•'/: 

Matsufuji and Torii have provided some methods of con- 
structing ZCZ sequences in [8] [9]. In this section, we apply 
optimized punctured sequence-pair [10] in ZCZ to construct a 
new set of triphase code-optimized punctured ZCZ sequence- 
pair set. 

A.  The Definition of Optimized Punctured ZCZ Sequence-Pair 
Set 

Definition 3-1 Assume(.r!; . y\] ) to be a sequence-pair of 
set (X, Y) of length N and the number of sequence-pairs K, 
where p = 0. 1,..., A' - l,t = 0,1,..., K — 1, if sequences in 
the set satisfy the following equation: 

A-1 /V- 1 

sinc[Tc(^
n)-0ln-m) + FDi)}\ 

Here, 0 < ;' <= M. (5) consists of two parts: useful 
signal(reflected signal from radar i waveform), j = i part in 
the (5); and interferences from other A/ - I radar waveforms, 
j ± 1 parts in (5). Since ££:o

] 7rrc(/?<n> - 0^'^ + FD) = 
kn.k = 1,2,3..., it satisfies that A{T.FD) = 0, when 
FD = ±.k = 0.1.2.... 

III. OPTIMIZED PUNCTURED ZCZ SEQUENCE-PAIR SET 

Zero correlation zone (ZCZ) is a new concept provided by 
Fan [7] in which both autocorrelation and cross correlation 
sidelobes are zero while the time delay is kept within the ZCZ 
instead of the whole period of time domain. 

nxiP)yi-,) (T) -  2^ Xi     W(,+ T)„„„i(,V) -   /L &     X(* + T)moc 

(AiV. for T = ().;) = q 
0. forr = 0,^^</ 
0.       for 0 < \T\ < Z0 

H») 

(5) 

where 0 < A < 1, then (x|• , y[' ) is called a ZCZ sequence- 
pair, ZCZP(N,K,ZQ) is an abbreviation, and (A'.V) is 
called a ZCZ sequence-pair set, ZCZPS(N. I\, Zit) is an 
abbreviation 

Definition 3-2 [10] Sequence u = (uo,U] I'/v-i) is the 
punctured sequence for v = (v0. i'i VN-I ). 

0,      if j € p punctured bits 
t'j,    if j: € Non-punctured bits 

Where p is the number of punctured bits in sequence v. Thus, 
suppose Vj G (— 1.1), u is p-punctured binary sequence that 
u3 € ( — 1,0,1), (u,v) is called a punctured binary sequence- 
pair. 

Theorem   3-1    [10]   The   autocorrelation   of   punctured 
sequence-pair (xi.v) is defined 

A/-1 

(6) 

Wu„(r) =   ^T ",U(,+ T)m„,;N.O < T < N- 1 (7) 

If the punctured sequence-pair has the following autocorre- 
lation property: 

E,    if r = Omod/V 
0,     others 

It., (8) 

the punctured sequence-pair is called optimized punctured 

sequence-pair [10]. Where, E = £,=~' «.(,(. + r)m„</A' = 
N - p, is the energy of punctured sequence-pair. 

The properties, existing necessary conditions and some 
construction methods, with help of already known sequences, 
of punctured binary sequence-pair have been well studied by 
Jiang [10] Many optimized punctured sequence-pairs have 
been found of length from 7 to 31 so far. 

Definition 3-3 If (x{   , y\   ) in Definition 3-1 is constructed 
by optimized punctured sequence-pair and a certain matrix, 
such as Hadamard matrix or an orthogonal matrix, where 

» ' 6 

y 

1,1),     ? = 0.1.2 A'-l 

<= (-1,0,1),   1 = 0,1,2 N - 1 



«, 
N-1 

»,.<>/) 
^(i + T)7n<»;N 

(p)_(<j)« 
X(i+r)morfA' 

;   n 

AN, 
0. 
0. 

for T = (J.p = c; 
for T = 0. p ^ q 
for 0 < |T| < Z0 

(<» 

^(p,,^/1
(f',) can be called an optimized where 0 < A < l.then (x)p 

punctured ZCZP. 

B.  Design for Optimized Punctured ZCZ Sequence-pair Set 

Based on odd length optimized punctured binary sequence 
pairs and a Hadamard matrix, an optimized punctured ZCZ 
sequence-pair set can be constructed from the following steps: 

Step  I: Given an odd length optimized punctured binary 
sequence-pair (u.v), the length of each sequence is TV] 

u = Uo.Ui, ...,w/v,_i.u, € ( — 1,1), 

v = urj.fi vv,-\. v, e (-1,0,1), 

Step   2:   Given  Hadamard matrix  B,  the  length  of the 
sequence is JV2 which is equal to the number of the sequences 

bN,-V B= (ba:bl:...,b"i-]),b> = %,b\,...,b'N7 

Step 3: Processing bit-multiplication on the optimized punc 
tured binary sequence-pair and each row of Hadamard matrix 
B, then sequence-pair set (AW) is obtained, 

,0 < t < N2- 1,0 < j < N UjTTlOliNl ^i 

X (,":,•': 

jmodNi ' 
Nj - 1 \ 

I, 

= (l|,,l'1; 

Vj  = VjmodN, bjmorfyv, , 0 < l < N2 

-iV-li 

V = (»V, (yi.y, 

) 
1,0< j < N 

-,y5v-i.) 

/.', =   /? X-> y' (r) = Ruv(TinodNi)Rh,hj[Tino<IN2) 

C.  Properties of Optimized Punctured ZCZ Sequence-pair set 

Considering the optimized punctured ZCZPS that is con- 
structed by the method mentioned in the last part, the auto- 
correlation and cross con-elation properties can be simulated 
and analyzed with Matlab. For example, the optimized punc- 
tured ZCZPS (X,Y) is constructed by 31-length optimized 
punctured binary sequence-pair (u, v), u = [+ + + + h 
- + - + + + 1- h h + + - + + ~],V = 
[+ + + + 000 + 0 + 0 + + + 0000 + 00 + 00 + + + 0 + +0) 
(using ' + ' and '—' symbols for '1' and ' - 1') and Hadamard 
matrix H of order 4. We follow the three steps presented in 
Section B to construct the 124-length optimized punctured 
ZCZPS. The number of sequence-pairs here is 4 and the length 
of each sequence is 31 * 4 = 124. The first row of each 
matrix X = [x\; X2'. X3; 14] and V = [?/r. 1/2: J/3: y-i] constitute 
a certain optimized punctured ZCZP (x].y\). Similarly, the 
second row of each matrix X and Y constitute another 
optimized punctured ZCZ sequence-pair (.i^.^) and so on. 

1) Autocorrelation and Cross Correlation Properties: The 
autocorrelation property R{x\, y\) and cross correlation prop- 
erty R{x\, 1/2) = R(y\,X2) of 124-length optimized punctured 
ZCZPS (X,Y), are shown in Fig. 1. 

Where GCD(NUN2) = 1 and N = JV, * N2- The 
three steps make the sequence-pair set (X,Y) an optimized 
punctured ZCZPS, where ZCZ Z0 = Wi - 1. The length of 
each sequence in optimized punctured ZCZPS is N = N\ *7V2 

that depends on the product of length of optimized punctured 
sequence-pair and the length of a row in Hadamard matrix. 
The number of sequence-pairs in optimized punctured ZCZPS 
rests on the order of the Hadamard matrix. The sequence x' 
in X and the corresponding sequence y' in Y construct an 
optimized punctured ZCZP {x\y') that can be used as a phase 
coded waveform, such as x' for radar transmitter and y' for 
radar receiver. The phase states for any sequence-pair among 
{.i'. i/') are —n.O and n, so our newly provided optimized 
punctured ZCZPS is a new set of triphase codes. 

It is easy to prove that the correlation property of the 
sequence-pairs in the set is: 

=    R,lv(TmodN] )RbJb' (rmodN2) 

IEN2,    ifr = 0,i=j 
0, if 0 < \T\ < Ni - l,i = j     (10) 
0, if* 9* J 

According to Definition 3-1, the sequence-pair set con- 
structed by the above method is a ZCZPS. 
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Fig.   I.       Periodic  autocorrelation   property  of optimized  punctured  ZCZ 
sequence-pair set 

From the Fig.l, the sidelobe of autocorrelation of ZCZPS 
can be as low as 0 when the time delay is kept within Z0 — 
N\ = 31 and the cross correlation value is 0 during the whole 
time domain. 

It is known that a suitable criterion for evaluating code 
of length N is ratio of the peak signal divided by peak 
signal sidelobe ratio (PSR) of their aperiodic autocorrelation 
function, which can be bounded by [6] 

{PSR]dB < 20lo<)N = [PSRmila}lln (11) 

The only uniform phase codes that can reach the PSRmax 

are the Barker codes whose length is equal or less than 13. 
The sidelobe of the new code shown in Fig. 1 can be as low as 
0, and the peak signal to peak signal sidelobe can be as large 
as infinite. Besides, the length of the new code is various and 
much longer than the length of the Barker code. 



2) Ambiguity function: When the transmitted impulse is 
reflected by a moving target, the reflected echo signal includes 
a linear phase shift, which comes from the Doppler shift 
/,/ [6]. Because of the Doppler shift /,/, the main peak of 
the autocorrelation function is reduced and so as to the SNR 
degradation. Focusing on the sequence-pair (x,y) here, the 
receiving sequence in ambiguity function is different from the 
echo signal and the periodic correlation is used instead of 
aperiodic correlation here. The ambiguity function in [6] can 
be rewritten as 

uniform sidelobes minimize target masking effect in ZCZ of 
time domain, where ZQ = 31, -31 < r < 31, r ^ 0. 

D. Co-existence of Optimized Punctured ZCZ Sequence-pairs 

Considering interference from other radars j ^ i, with 
delay-Doppler shift, the ambiguity function of radar i can be 
expressed as 

A(T,FD) = \ / 

•i 

x(t)exp{j2irFDt)y'(t + T- r))dt 

/    • 
t)exp(j2itFDt)y'(t-T)dt\ (12) 

In order to analyze the autocorrelation performance of an 
optimized punctured ZCZ? with delay-Doppler shift, Equation 
(12) is plotted in Fig.2(a) in a three-dimensional surface plot. 
Here, maximal time delay is 1 unit (normalized to length of the 
code, in units of NTs) and maximal Doppler shift is 3 units for 
autocorrelation (normalized to the inverse of the length of the 
code, in units of 1/NTs). In Fig.2(a), there is relative uniform 

Delay t// 

(a) 

-'/ 

MTFD FDM) 
M 

^2(xj(t)expU2nFDtt)y'i(t - r)dt\ 

j 

(13) 

Fig.2(b) is three-dimensional surface plot to analyze the 
ambiguity function of radar i (considering interference from 
other radars).Generally speaking, Fig.2(b) closely resembles 
Fig.2(a). Without Doppler shift, there are regular high peaks 
on multiplers of period of 31 which is the length of ZCZ. And 
the high peak on zero time delay point can be used to detect 
targets. Hence, even considering the interference from other 
M - 1 radars, the radar i may work as well as there is no 
interference. 

When time delay equals repetition of ZQ — 31, the figures 
of amplititude versus Doppler shift are the same Because of 
periodic property of our code. Hence, output of matched filter 
of radar i (considering interference from other radars), with 
time delay, is illustrated on right side of Fig.2(b). For some 
traditional phase coded waveforms, when Doppler frequencies 
equal to multiples of the pulse repetition frequency (PRF = 
l/PRI = l/Ts) the ambiguity value turns to be zero which 
will render the radar blind [6] to their velocities. Nevertheless, 
from Fig.2(b), ambiguity values are zero only when Doppler 
frequencies are equal to odd multiples of the PRF. Therefore, 
using the optimized punctured ZCZ sequence-pair in the RSN 
system could, to some extent, improve the blind speed problem 
in moving target detection system. 

IV. SYSTEM SIMULATION IN RADAR SENSOR NETWORK 

In RSN of M radars, the combined received signal for the 
radar i is 

Dopp©' shin * "Mr 

(b) 

Fig. 2.     (a)Ambiguiiy function of a 124-lcngth ZCZ scqucncc-pair(.7; ,y,) 
(h)Ambiguity function of radar t (considering interference from other radars) 

plateau suggesting low and uninform sidelobes. This low and 

n(u,t) = J2
X

J(
1
 ~ tj)exp(j2nFDit) + n{u,t)        (14) 

J=i 

FDJ and tj are Doppler shift of target and time delay rel- 
ative to waveform j, and n(u,t) is additive white Gaussian 
noise(AWGN). The structure can be constructed as Fig.3. 

According to this structure, the combined received signal 
rj(u,t) is processed by its corresponding matched filter i and 
the output of branch i is Zj(u,t). Each Z,(u.t) can be equal 
gain combined to construct the final output Z(u. t). 

The output of branch i is 

|Z.-(«)I =    I / / [J2xi(t ~ tj)exp(j2irFD]t) + n(u.t)} 
J-i    ;=] 

y;a-u)dt\ (15) 
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Fig  3     Waveform diversity combining in RSN 

Where n(u) =  \ I n(u,t)y'(t - t,)dt can be easily proved 

to be still an AwdSl. 
We can also have two special cases for |Z,(«)|: 

l)If there is Dopper shift but no time delay, all the radar sen- 
sors transmit signals synchronously, t\ = £2 = ••• = thi = 0, 
then 

-'£ 
\ZM)\ (16) 

^ \Y,Xj(t)expU2nFDj) + n(u,t))y;(t)dt\ 

Assuming that the Doppler shift can be well estimated in 
the receiving radar sensor, so the Doppler shift compensation 
factor txp' (j2nFpj) is introduced here. 

r   M 

\Z,(u)\    <    \E\ + I /    * \Y,xj(t)exp{j2^FDi - F0j))j/'| 
" 2    3=] 

+ | I   ' n(u,t)y'(t)exp'(j2nFDit)dt\ ( 

If FD, = Fp2 = ... = Fp, = Fp, further simlified as 

\Z,(u)\ (18) 

r~L 

<    \E\ + 0+\ n(u,t)y;(t)exp'(j2irFDit)dt\ 
J-X 

2) If both time delay for each transmitting radar sensor and 
Doppler shift exist in the RSN, assuming FD, = Fp2 = ... = 
FD — FD, considering the Doppler shift compensation factor 
in the receiving sensor. 

the receiving radar sensor to improve the RSN performance 
The data from N + 1 to max(tj) + N arc added to data from 
1 to mox(tj), bit by bit, where N is the original data length 
and tj is the time delay for j/th transmitting radar sensor. In 
this way can we get the output of the matched filter 

\Zi(u)\ 

<    IA1 + 0 + 

(20) 
_ L 

I .    n(u,t)y[ (tyXp'U2nFD,t),h\ 

\Zi(u)\ (19) 
r    A, 

<   \E\ + \    ; [J2*At-tM(t-t,)(ii\ 

_ X 

+1 /   ' n(u,t)y-(t - tj)exp'(j2TrFD,t)dt\ 

Because of the good periodic autocorrelation and cross 
correlation properties of our proposed codes, the frame of 
receiving data could be modified before the matched filter on 

Based on (17) and (20), it is easy to see that using our provided 
codes and frame modification, the RSN under the condition of 
time delay for each radar sensor can, to some extent, work as 
well as the RSN where all the radar sensors transmit signals 
synchronously. 

We apply optimized punctured ZCZPS as a bank of phase 
coded waveforms together with equal gain combination tech- 
nique in the simulation in order to study the performance 
versus different number of radars in RSN with Doppler shift 
According to [6], /^/(Probability of Miss Detection) and 
PF^(Probability of False Alarm) suffice to specify all of the 
probabilities of interest in radar system. Therefore, we respec- 
tively simulated the above two probabilities of different num- 
ber of radars using different number of optimized punctured 
ZCZ sequence-pairs in single radar system, 4-radar system and 
8-radar system together with I -radar system using Barker code 
respectively. Two special cases of performances have been 
simulated. They are performances under one condition of no 
time delay but having Doppler shift, and under the another 
condition of time delay for each radar sensor and having 
Doppler shift. \0b times of Monte-Carlo simulation has been 

^min for each SNR value. Since equal gain combination is used 
here, the threshold for detection is chosen to be around 0.5. 

The miss detection probabilities of the envelope detector in 
17£SN under the condition of two special cases mentioned above 

are compared in Fig.4(a) and Fig.4(b) respectively. Fig.4(a) 
illustrates that when PM = 10~3, SNR of 8-radars are 2MB 
smaller than that of single radar system using Barker code 
with Doppler shift. Considering time delay for each radar in 
multiple radars system in Fig.4(b), SNR of 8-radar RSN can 
gain \.ldB smaller than 4-radar SNR to acheive the same 
PM = 10-3. 

The false alarm probability of envelope detector in different 
number of radars under the condition of the two special cases 
are shown in Fig 5(a) and Fig.5(b) respectively. From Fig.5(a), 
the SNR of 8-radars can be nearly 3.8dB smaller than that of 
single radar system using Barker code in order to achieve the 
same P?A — 10~2. From Fig 6(b), 4-radar system requires 
X.ldB more than that of 8-radar RSN under the condition of 
both time delay and Doppler shift. 

The above figures distinctly illustrate that performances 
of detection of multiradars(utilyzing our optimized punctured 
ZCZPS and equal gain combination) arc superior to that of 
singler radar. In addition, the performances of 4-radar and 8- 
radar RSN considering time delay for each radar transmitting 
sensor can be comparable to those under the condition of no 
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Fig. 4.     Probability of miss detection in RSN under the condition of: (a)No     Fig  5.    Probability of false alarm in RSN under the condition of: (a)No time 
time delay bin Dopplcr shift (b)Timc delay and Dopplcr shift delay but Dopplcr shift (b)Timc delay and Dopplcr shift 

lime delay. 

V. CONCLUSION 

We have studied phase coded waveform design and spatial 
diversity under the condition of Doppler shift in RSN. In 
this paper, we also investigate the definition and properties 

of optimized punctured ZCZPS, which can be used as a set 
of phase coded waveforms in RSN. The significant advan- 

tage of the optimized punctured ZCZ sequence-pair set is 
a considerably reduced autocorrelation sidelobe as low as 

zero in ZCZ and zero mutual cross correlation value in the 
whole time domain. Because any two optimized punctured 
ZCZPs among an optimized punctured ZCZPS have the ideal 
orthogonal property, they can co-exist in RSN and achieve 
better detection performance than that of a single radar. The 
general conclusion can be drawn that applying our optimized 
punctured ZCZPS as a bank of phase coded waveforms to 
a RSN can effectively satisfy higher demands criterion for 
detection accuracy in modern military and security affairs.. 
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Abstract— In this paper, we study the interference analysis 
in a Noeoherent Frequency-Hopping (NC-FH) MFSK rural 
infrastructure Wireless Mesh Networks (WMNs) with each 
router node being equipped with multiple radio interfaces. 
Our choice of the KH/MFSK modulation technique here 
is not just to satisfy the security requirement in military 
communications but also to provide easy implementation for 
each router nodes; since I II Ml SK modulation technique has 
been specified in II- 1-1- 802.11 standard, these router nodes 
can be implemented also using IEEE 802.11(FH) equipments. 
The performances of noncoherent slow frequency-hopping 
system with A/-ary frequency-shift-keyed modulation (NC- 
FH/MF'SK) with AWGN channel and Rician fading under 
independent multitone jamming (independent MTJ) are in- 
vestigated in this paper. The expressions for calculating the 
exact BER performances of the system under the effect of 
the jamming strategies are derived. We apply (he analyses 
to channel assignment (CA) in multiradio rural WMNs. We 
obtain a new interference model combining interfence tone 
and partial band noise, which would be incorporated into 
the CA algorithm to assign the most appropriate channel 
(or hopping pattern, in our case) to links in the mesh. 
Because it takes into account both the intra-network and the 
coexisting-network interferences, the new interference model 
thus reflects a very realistic interference situation in WMNs. 

I. INTRODUCTION 

Wireless mesh networks (WMNs) consist of mesh 
routers and mesh clients, where mesh routers have minimal 
mobility and form the backbone of WMNs. They provide 
network access for both mesh and conventional clients. 
The integration of WMNs with other networks such as 
the Internet, cellular, IEEE 802.11, IEEE 802.15, IEEE 
802.16, sensor networks, etc., can be accomplished through 
the gateway and bridging functions in the mesh routers. 
Mesh clients can be either stationary or mobile, and can 
form a client mesh network among themselves and with 
mesh routers [I]. The IEEE 802.11b/g and IEEE 802.11a 
standards define 3 and 12 non-overlapping frequency chan- 
nels, respectively. Using multiple channels in multi-radio 
WMNs greatly improves the network throughput [8]. One 
of the most important design questions for a multi-radio 
WMN is the channel assignment problem, i.e., how lo bind 
each radio interface to a radio channel [3]. 

Most of the WMN, nowadays, are deployed using com- 
mercial off-the-shelf (COTS) IEEE 802.11 equipment due 
to its relatively low cost and high performance and, to 
provide an adequate support for high data traffic, especially 
in infrastructure networks, the mesh are usually formed 
by router/gateway nodes that are equipped with multiple 
IEEE 802.11 radio interfaces. However, it is widely known 
that, as the size of the WMN increases, mesh routers tend 
to interfere more with each other; thus, the capacity of 
the network drops. To achieve the reasonable throughput 
from WMN, therefore, several publications ([1I]-|I4]) 
have proposed algorithms, which are focused to reduce 
such intra-network interference by carefully managing how 
each node accesses to the media. And, as a part of 
their studies, numerous attemps were devoted to acquire 
the interference models, which can provide as accurate 
interference estimation as possible. In [ 11 ], an interference- 
aware channel assignment (CA) algorithm has been pro- 
posed for multiradio IEEE 802.11 WMN. The centralized 
CA algorithm was designed by taking into account both 
the interferences among router nodes and the external 
interference from co-existing network. To estimate the two 
types of interferences, the author developed the Multiradio 
Conflict Graph (MCG) and used it for modelling the 
interferences among router nodes while, for the co-existing 
network interference, the inherited IEEE 802.11 radio- 
sensing mechanism was adopted to periodical! monitor for 
unrecognized radios. Also, in [7], the author has proposed 
an interference model for partially overlapped channels 
and, to illustrate its benefit, the model was thus used to 
enhance the performance of two previously proposed CA 
algorithms. In [6], a hybrid channel assignment scheme is 
proposed where some radios are statically assigned a chan- 
nel while the remaining radios can dynamically change 
their frequency channel. In [4], throughput improvements 
was studied by replacing CSMA/CA with an STDMA 
scheme where transmissions are scheduled according to the 
physical interference model. In [3], a centralized channel 
assignment and routing algorithm is developed for multi- 
radio WMNs aiming to maximize the network throughput. 
An integer linear programming (ILP) model was used to 
evaluate the performance. Recently, a seminar work on su- 



perimposed code-based channel assignment was proposed 
for MR-MC WMNs [19]. 

In this paper, we will study the channel assignment 
in an Nocoherent Frequency-Hopping (NC-FH) MFSK 
rural infrastructure WMN with each router node being 
equipped with multiple radio interfaces. Our choice of 
the FH modulation technique here is not just to satisfy 
the security requirement in military communications but 
also to provide easy implementation for each router nodes; 
since FH/MFSK modulation technique has been specified 
in IEEE 802.1 I standard, these router nodes can be im- 
plemented also using IEEE 802.11(FH) equipments. Gen- 
erally, these IEEE standard FH equipments uses 83.5MHz 
of ISM frequency bandwidth (2.4GHz-2.4835GHz) as the 
operational bandwidth and divide it into 79 FH bands, 
each with I MHz, to support the FH modulation technique 
Subsequently, to enable multiple transmissions, three non- 
colliding hopping patterns are established, each with 26 
FH bands [5]. We have observed that if we can assign 
different hopping patterns to the radio interfaces of router 
nodes properly, simultaneous transmissions will be allowed 
throughout the mesh, consequently increase the mesh ca- 
pacity. Should we consider hoppping patterns as radio 
channels, hence, the assignment of hopping patterns is 
equivalent to the assignment of channels to radio interfaces 
and the channel assignment (CA) algorithm can then be 
used for assigning the hopping patterns. 

The rest of this paper is organized as follows. In 
Section II, the BER expressions for NC-FH/MFSK system 
with AWGN channel and Rician fading under independent 
multi-tone jamming (MTJ) will be derived. Section III will 
be devoted for the study of the channel assignment in rural 
NC-FH/MFSK WMN. Section IV will conclude the paper. 

II. NC-FH/MFSK UNDER INDEPENDENT MULTITONE 
JAMMING 

In this paper the FH system is assumed to be slow 
hopping over TV non-overlapping FH bands, i.e. a hop 
period is a multiple of symbol period (Th=kTs, where 
k= 1,2,3,..). Each FH band is comprised of M = 2K 

signal frequencies of the A/ary FSK modulation. Hence, 
there are NM possible frequency bins for a signal tone 
to be transmitted. If all FH bands are contiguous, the total 
communication bandwidth thus equals to BT = NMjT„. 
Also, we will assume that the transmission bit rate of 
the system is Rb = KRS = K/Ta, where Rs = \/Ts 

denotes the symbol rate. And, the average received power 
for every symbol transmitted, regardless of the channels 
effect, is assumed to be Pa or an average symbol energy 
of E, = /',TS. Therefore, the received bit energy can be 
calculated by Ef, = E^/logzM• 

The jamming source of interest is assumed to possess 
the complete description of the signal transmitted from 
the NC-FH/MFSK system and able to transmit multiple 
signal-like interference tones simultaneously within one 
symbol time, Ts. Also it is assumed that the power source 

in the jammer is an ideal source and can supply the power 
constantly at all time. While q, 1 < q < NM, is the 
number of simultaneously transmitted interference tones, 
which are distinct and uniformly distributed over the entire 
bandwidth Br, if we assume that the total interference 
tone power at the receiver is Pyi and that each interference 
tone equally shares this power, the received power for each 
interference tone is therefore equal to P, = P}r/q or the 
received energy of E3 = PjT, = PjTTs/q. 

The transmitted signal and interference tones are as- 
sumed to undergo an independent fading channel before 
arriving at the receiver with noncoherent detection scheme 
and all fading channels in this study arc modeled as slow 
fading, frequency non-selective Rician processes, whose 
PDF are of the form 

f    i    \      Xk 

l°l 
h Ok-Ck 

u(zfc) (I) 

where 70() denotes the zero order modified Bessel 
function and «(•) is the unit step function, o2 and 2n2 

are the average power of the LOS (Line-Of-Sight) and the 
scattering rays of the fading channel. We can also define 
another parameter to determine the Rician fading channel 
by using the ratio of n2 and '2a2. This ratio is called the 
Rician K factor, Kk = ak/^al wrlere k= 1,2 is used for 
signal tone and interference tone respectively. It is used to 
determine how severe the multipath effect is. 

At the receiver, the received signal will be noncohcrcntly 
detected and it is assumed that each symbol of the M-aiy 
FSK is equally likely. The receive signal can be represented 
as 

r,(u,i.) = xk\j2P~cos(u>,nt + cp,) +n{u,t)       (2) 

where x^ is a Rician random variable representing the 
envelope of the fading channel and its PDF can be rep- 
resented as (1). Pi is the average received power of the 
tone if the effect of fading channel is not accounted. The 
subscript ?=sj denotes signal tone and interference tone 
respectively. um, m=l,2,..,A/, is angular frequency for 
an MFSK symbol and 4> is unknown phase. Ji(u.t) is 
AWGN, Gaussian-process thermal noise, with total power 
°l = N0/Ts. 

Since the interferers are distinct and uniformly distrib- 
uted, in any hop there can be as few as none and as many 
as min(q,M) interference tones. Hence, the probability 
of symbol error (or symbol error rate, SER) of the system 
can be calculated by 

Ps(e)     =     PQ • P,o(e\no int. ton,) 
min(q,M - !) 

+       ^2      F" ' f>n(e\n mt. tones) 
Tl= 1 

+ PM • P*M(<--\M nit. tones) • u{q - M\3) 

where Ps(e) is the probability of symbol error. P0, P^u 
and Pn are the probablities that a hop is jammed by zero. 
M, and n interference tones, where 1 < n < min(q,M - 



1) fso(t'), PsM(f) and f*n(e) are 'he probablities of 
symbol error corresponding to the specified number of 
interference tones in the hop. It should be noted that 
?/(•) in the last term on RHS is the unit step function 
included to account for the fact that the probability of 
having M interference tones in a hop is equal to zero if the 
total number of interference tones in the entire spectrum 
bandwidth is less than M, i.e. q < M. 

Finally, for MFSK system, the probability of bit error 
can be calculated from the probability of symbol error by 

A(e) = 
M/2 

M - 1 
Ps(e) (4) 

A.  Probability of Symbol Error with No Interference Tone 

If q equal power interference tones are transmitted 
simultaneously in N M possible frequency bins, the prob- 
ability that the tranmitted signal band does not contain any 
interference tone can be given by 

p0= no NM 
(5) 

Generally for noncoherent detection scheme, the output 
of the envelope detector in the branch where signal tone, 
or interference tone (or both) is present will have its 
PDF followed a Rician distribution while that of the other 
output branches with AWGN only, are known to follow 
just Rayleigh distribution, which can be expressed by 
replacing as in (1) with zero. The probability of symbol 
erTor conditioned on no interference and the signal Rician 
channel gain can thus be calculated using [9] [10], 

Pso(e\no lnt- tone,x\) 

=    P(|5+n(u)|<|n(ti)||*i \M-l 

A/-1 
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v+ 1 
exp 

(w + l)ff»J 
(6) 

where |j represents an envelope and n(u) is AWGN. 
Multiplying the Rician PDF in (1) to (6) and integrating 

the resulting product with respect to X\, we can obtain the 
probability of symbol error conditioned on no interference 
in the form of [9], 
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where a2 and 2a;' are the average LOS power and the 
average scatcrring power of the signal symbol. These 
parameter can be expressed in general as 

a; = P,a2
k <8) 

with the subsript f=s,j, and a\ and 2a2
k,where A—1,2, are 

averaged LOS and scattering powers of the channel for 
signal and interference tones respectively. 

B. Probability of Symbol Error with 7i Interference Tones 
Given The Signal Branch Is Jammed 

With total q interference tones simultaneously transmit- 
ted from the jammer, if a hop is actually jammed, the 
possible number of interference tones in the hop can range 
from 1 up to min(q.M). For an NC-FH/MFSK system 
with NM possible frequency bins, the probability that 
a hop will be jammed by n interference tones, where 
1 < n < min(q,M - 1) is given as 

P.- II' 
'I -k 

NM - 

M-] 
q - n   . 

NM - j 
(9) 

Given that a hop is interfered by n interference tones, 
the probability of symbol error can further be divided into 
two subcases. First is the case when the signal tone is 
jammed by one of n interference tones in the hop and the 
probability that one out of n interference tones will jam the 
signal tone is n/M. Second is when none of n interference 
tones is located in the same frequency bin as the signal, 
i.e. the signal tone is not jammed. The probability of the 
second case is 1 - n/M = (M - n)/M. Hence, the 
probability of symbol error given a hop is interfered by 
n interference tones can be expressed as 

Fsn(e|n int. tones) 
71 

=    ( — )Psn(e\signal is jamnn d) 

+(- 
,M 

M 
)Pan(c\signal is not jammed)(\0) 

To evaluate the probability of symbol error when the sig- 
nal branch is jammed, [15] has provided a computational- 
efficient method based on the use of phasor representations 
and noncentral chi-squared PDF's. It can be shown for 
any two Rician random variables, say /?oi and Pm, that 
P(Ro\ > Rm) = P(Rh > flg2). In (3) of [15], the 
probability is given as 

P(Rm > Ra =    P(R2
01 > /&) 

«m-M) 
b+ 1 

exp   - 
+ h\y2b 

b+ 1 
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where A'/ = a2/2oJ, I = 01, 02, arc Rician factor for 
/?oi and /?02 respectively, b^a^/^i > and Q(x,y) is the 
Marcum's Q function. Without loss of generality we can 
assume that the signal is present in the first output branch 
of the detector, as well as one of the n interference tones 
that jam the signal tone. And we will assume also that 



the rest n-\ interference tones are in the next consecu- 
tive branches. Therefore, 1'' to nth output branches of 
the envelope detector will have their PDF follow Rician 
distributions and the output of the rest M - n branches 
will follow just a Rayleigh distribution. Furthermore, when 
the signal tone in the first output branch is jammed by an 
interference tone, the averaged LOS power in the output 
branch can be expressed as 

CiSj = o, + o, + 2osOj cosy; (12) 

v? is the random phase difference between received signal 
tone and interference tone and assummed to uniformly 
distributed between 0 to 277. So, the probability of symbol 
error given the signal tone is jammed can be calculated by 

P.in(e\ signal is jammed) 

=   l - P(Hm > Rm n ftoi > Rm n Rot > Rot-) 
n M 

=    1 - H /J(/^oi > flbfc)   I]   P(Rm > Roj) 
k = 2 j=n+l 

=    1 - P(Rm > Rm)"-1   /J(«oi > ROM 
M (13) 

The second equality in (13) is obtained by using the fact 
that each output of the detector branches is independent of 
each other. Now, we will consider seperately the first prod- 
uct term on RHS of the third equality in (13) For given 
<p, the conditional probability P(RQ\ > Ro^M can be 
evaluated easily by substituting the following parameters 
into (II) 

A'oi 

b 

1a\ + la) + '1 
») 

1«) + 4 
1°] + ol 

2a1 + 2a] + 4 (14) 

In the same manner, if we treat a Rayleigh random 
variable only as a special case for Rician random variable, 
we can also obtain the probability for the second product 
term with a condition on x as 

P(Ro\ > RQMM 1 - 
2(4+4 + 4) 

„2 
•( xp 

2(ffJ + a) + a2) 
15) 

Substituting (14) in (11) to obtain the conditional 
probability of the first product term, using (15) for the 
conditional probability of the second product term, and 
integrating (13) over  ifi,  we  then obtain the complete 

expression for the symbol error probability for the case. 
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where 
aT = a, -r a2 + an 

d<p      (16) 

(17) 

C.  Probability of Symbol Error with n Interference Tones 
Given The Signal Branch Is Not Jammed 

When all ?i interference tones in the hop arc not in signal 
branch, n + 1 output branches of the envelope detector 
will follow Rician distribution and the rest M - n - 1 
branches will follow a Rayleigh distribution. Similarly, wc 
will assume that the signal tone is present in the first output 
branch and each of the n interference tones is in the next 
consecutive branches. In this case the probability of symbol 
error can be expressed as 

Psn{e\signaX is not jammed) 

=    1 - />(/?<„ > Rm n flo, > floa n Rm > R,u- ) 
M+l M 

1 - \[ P(RW > ROK)   I]   p(*<" > Rot) 
k = 2 j = 7i + 2 

1 - P(Rm > floa)" • P(/?oi > ROM 
,A/-..-l (18) 

Once again, the probability P(R0i R02)  for the 
third equality of (18) can be calculated by substituting the 
following parameters into (11) 

„2 
l<0\ 

Kn 
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24 + < 
°] 

24 + 4 
*<>] + < 
2a? + al (19) 

and, by the same mean, the conditional probability for the 
second product term is found to be 

P(R<n > ROM) 

=    1 exp 
2(4 + 4) 

(20) 
2(4 + 4) 

To obtain the complete expression for the symbol error 
probability for the case, we then substitute (19) in (11) to 
obtain the probability of the first product term of (18) and 
use (20) for the probability of the second product term. 



Finally, the symbol error probability for the case when 
signal branch is not jammed can be shown as follow, where 
a\ is given in (17). 

Psn(e\signal is not jammed) 

1 

•exp 

D   Probability of Symbol Error with M Interference Tones 

Once q > M, it is possible that we can have all 
M branches jammed by the interference tones and the 
probability of having M interference tones in a hop can 
be calculated easily by 

A/-1 

pM= n NM -k 
(22) 

With M interference tones, every output branch of the 
envelope detector will have their PDF's now followed only 
Rician distributions with the averaged LOS power equal to 
a? An exception is made only for the branch where signal 
tone is also present, in which the averaged LOS power is 
equal to the summation of a\ and a], as shown previously 
in (12). Without loss of generality, we will also assume in 
here that the first detector output branch is one where the 
signal tone is present. Thus, the first output branch will 
have both the signal and an interference tone. In this case, 
the probability of symbol error can be found by 

PsM(c\M int. tones) 

=     1 - P(Rm >RmnR0] >R03nRoi > Ru...) 

J] P(Rm > Rok) 
A=2 

=    1 - P(R0] > ROM) 
M     I (23) 

The conditional probability P(Roi > ROM\<P) of the 
squared term in the equation can be computed by applying 
same parameters in (14) to (11) and, in the end, we can 
obtain the probability of symbol error given M interference 
tones in the hop as 
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where a\ can be calculated from (17). Finally, we can 
combine together every equation we have derived so far 
to compute for the total probability of symbol error. The 
probability of symbol error given n interference tones can 
be obtained first by substituting (16) and (21) into (10). 
Then, using the substitution result together with (9), (7), 
(5), (24), and (22) in (3), we will obtain the complete 
analysis for the probability of symbol error for FH/MFSK 
system with the independent multitone interference. And, 
we can easily convert it to the probability of bit error (BER) 
using (4). 

III. DEVELOPMENT OF A COMBINED INTERFERENCE 

MODEL FOR RURAL WIRELESS MESH NETWORK 

UNDER INFLUENCE OF A CO-EXISTING DSSS 
NETWORK 

In this paper, we take on an example of the channel as- 
signment for an NC-FH/MFSK rural infrastructure WMN 
with each router node being equipped with multiple radio 
interfaces. As previously suggested, these router nodes 
can also be implemented cost-efficiently using commercial 
IEEE 802.11 equipment whose cost is relatively low nowa- 
days. In spite of how they are implemented, however, to 
establish the network, we assume that the router nodes are 
uniformly deployed over a rural region. So, the distances 
between nodes and their surrounding neighbors are not 
so different and, because they are rurally deployed, each 
node will have only a few neighbors surrounding them. 
Also, each node are assumed to be perfectly aware of 
its own coordinate position, which can be retrived at any 
time from the memory inside the node. Furthermore, it is 
also assumed that the transmission powers and the gain 
of the attenna of each router node are known and these 
parameters are homogeneous for every node. Each node 
will be comprised of at least two different radio interfaces, 
one for a control channel and all the others for information 
channels. For an enhanced security during information 
transmissions, every interface designated for information 
are specifically choosen to be NC-FH/MFSK radio system 
while, for the controlling purpose, the interface can be 
of any radio systems other than the NC-FH/MFSK. Only 
important thing is that the two channel types must be 
operating on different frequency ranges so that they do 
not interfere with each other when simultaneously active. 

In the entire communication bandwidth Br, w^ assume 
that there are N FH bands available and, to achieve the 
greatest benefit of having multiple interfaces on nodes, 
we will divide the FH bands into b interleaving and non- 
colliding hopping patterns to enable concurrent links. Each 
hopping pattern thus contains equal number of A',, = N/b 
FH bands, each with M possible signal frequency bins. So, 
there will be the total of NpM possible signal frequencies 
on any link. And, because these patterns are interleaving 
and non-colliding, a link in one hopping pattern will not 
interfere with that on the others. Hence, it is possible 
for the nodes with multiple NC-FH/MFSK interfaces to 



support concurrent information links without having them 
interfering with each other, if the links are performed using 
different hopping patterns. 

It can be observed that the hopping patterns here is, in 
fact, very similar to the radio channels in IEEE 802.11 
a/b/g. Hence, the decision as to which hopping pattern 
is suitable for a specific link can also be determined 
by the CA algorithm similar to those in [ll]-[14] at 
the setup phase of the network. Usually, the number of 
available hopping patterns is relatively low when compared 
to total number of possible links in the mesh, thus some 
of the links may need to be assigned to the same pattern 
and they will interfere with each other if being active 
simultaneously It thus depends on the CA algorithm to 
recursively search for the most appropriate pattern for 
each link, i.e. the pattern that make the link less likely to 
interfere with the others. An ideal algorithm will therefore 
require to consider each link individually and evaluate the 
level of severity of the interference if the link is assigned 
with a patterm by taking into account the number of links 
previously assigned that pattern and possibly interfering 
with the current link. At the end, it should come across 
with the list of hopping patterns to be assigned to each 
link in order to reduce the amount of interferences in the 
entire mesh, i.e. increasing network capacity. 

Because the main interest of this section is to propose an 
alternative application for the interference models we have 
previously derived, much of our attention is thus pointed 
toward the development for an appropriate interference 
model, which will be served in the CA algorithm to eval- 
uate how severe links are interfered, and not the algorithm 
itself. Therefore, we will assume that the CA algorithm is 
already developed, such as the one proposed in [11], and 
we enhance it by introducing an appropriate interference 
model for estimating the link's BER. Note should be taken 
also that we have just defined the BER as a metric for 
measuring the severity of the interferences in our study. 

We can observe that the transmission range is deter- 
mined mainly by the BER requirement system and it will 
be the same for each router node because every node uses 
NC-FH/MFSK radio system for information links (same 
BER requirement) and the transmission power and the at- 
tena gain are assummed homogeneous from node to node 
At this point, we will assume that the BER requirement 
has already beeen specified and the transmission range 
covers approximately the distance of one hop. Besides, it 
is also assumed that the interference range is twice as far 
as the transmission range; it is, hence, equal to a two hop 
distance. 

Since each mesh router is previously assumed to have 
a control channel, it is further assumed that the control 
channels of every router node are, by default, set to an 
encrypted common channel. So, after the router nodes are 
setup, they can instantly forward all their information (node 
IDs. coordinate locations, transmission powers, number of 
interfaces) to a pre-assigned center router node (PAC), who 

will gather ail the information and construct a map of 
the network and the Multiradio Conflict Graph (MCG) as 
defined in (for this paper, we assume any two links will 
interfere if they are within two-hop interference range). 
Then, PAC will execute the CA algorithm to assign hop- 
ping patterns to links of each routers starting from PAC 
itself then moving outward to those surrouding PAC within 
the first hop, the second hop, and so on (among those 
within the same hop distance from PAC, the algorithm will 
start at the closest node to PAC first). Once the assignment 
is ended, PAC then notifies all router nodes to set their 
radios accordingly. 

After nodes receive the hopping patterns from the PAC. 
instead of applying them directly as the hoppoing sequence 
for each of the assigned link , nodes will randomly shuffle 
the FH bands within each hopping pattern again to acquire 
a new hopping sequence that is distinct. But, because one 
link involves two nodes, obviously only one node on the 
link should be performing the shuffling process, otherwise 
the hopping sequence between two nodes will not match 
and the link will never be formed. For our study, we 
assume the node with lower ID on the link will execute 
the shuffling process and then inform the new hopping 
sequence to other node via the control channel At the 
completion of the process, the mesh is then formed and 
nodes will communicate accordingly. Thus far, we have 
already picked up some ideas about how the network 
operates and how the CA algorithm is used to assigned the 
hopping patterns. As an illustration of how interferences 
should be taken into account in the algorithm , let us 
consider an example scenario shown in Fig. I. 

In Fig. I, six router nodes were used to setup a simple 
mesh network and each node is labeled corresponding to its 
name and number of its information interfaces, for example 
A-2 means node A is equipped with two NC-FH/MFSK 
interfaces. Here, we assumed that the total of A' FH bands 
was divided into two hopping patterns and node A was 
chosen as the PAC node. After information of nodes had 
been forwarded, node A thus began to create the map and 
the MCG of the mesh. At the time being, we assumed that 
node A has already started running the CA algorithm and 
some of the links have already been assigned with hopping 
patterns; A<->B (the link between node A and node B) and 
C<->E are assigned to pattern I while A»->C and B— >D are 
allocated to pattern 2. The algorithm is now running for 
C«-»F at node C 

First, let us consider if C^-»F is to be assigned with 
pattern I. Because the interference range was defined as the 
distance of two hop, every link of the two-hop neighbors of 
node C is thus considered a conflict link to C*-»F; namely 
A~B, A*->C, B<->D, and C«-^E. However, should C<-<F be 
taken on pattern 1, the transmissions on A<->C and B«-»D 
in pattern 2 no longer interfere with it; hence, the BER 
calculation should take into account only A<->B and C>-»E, 
which use the same hopping pattern as C«-»F. Let's now 
assume information is being transmited as signal tones on 
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Fig   I      An Example of Interferences in WMN 

NC-FH/MFSK systems from node F to node C and node 
A lo node B. During the transmissions on the links, node 
E has also started to transmit information to node C using 
another interface of node C. Therefore, as a receiver, node 
C will pickup not only the desired signal tones from node 
E and F but also undesired interference tones from A. If 
we consider node C as a reference receiver (the algorithm 
is run for node C) and node F as a reference transmitter 
(C«-»F is being considered), every tone transmitted from 
node F will be regarded as the desired signal tones to 
node C while the tones from node A and node E are 
just the interference tones or the jamming tones to the 
signal from node F to node C. Similarly, if C<-»F is to 
be assigned with pattern 2, A«->C and B<->D is thus its 
conflict links. Node C is considered a reference receiver, 
as well as node F as a reference transmitter, and every 
tones transmitted from node F are desired signal tones, as 
opoose to those from node A and B, which are regarded as 
the jamming tones. Because hopping patterns of each link 
are further shuffled to make hopping sequences of each 
link distinct and independent from each other, therefore, 
it appears that the interference model for the independent 
MTJ in Section II has once again proven useful. Recalling 
from Section II, however, we can see that the interference 
model was developed, at that time, mainly based on the 
assumption that all interference tones are received with 
equal power and no two interference tones exist on the 
same frequency bin. But, from the situation in Fig. I, it is 
obvious that, when C<-»F is to assigned with pattern 2, the 
interference tones from node A and node B will be received 
at different power due to their different distances from node 
C. Besides, the interference tone from node A and node B 
can also be transmitted on the same frequency bin because 
their hopping sequences are random and independent of 
each other. 

If we consider the practical system configuration, for 
example, IEEE 802.1 1 (FH) equipment with 26 FH bands 
per pattern and FH/4FSK modulation (or 4-level Gaussian 
FSK), then it can be observed that the total number of 
frequency bins per pattern(Af,,A/ = 104) is actually quite 
large; in other word, there will be a lot of frequency bins, 
in which the interference tones can be transmitted. So, the 
probability of having interference tones being transmitted 
on the same frequency bin will be considerably small. 
Reasonably, we can then assume that no interference tones 

are transmitted in the same frequency bins. Thus, the 
only restriction remaining is the requirement of having 
interference tones with equal power, with which we can 
easily cope by using an average of the power of every 
interference tone received. 

As an example, let us consider again the case when C«-»F 
is to assigned with hopping pattern 2. In this case, the total 
number of independent interference tones (92) for pattern 
2 is equal two since there are two interference tones being 
received at node C; one from node A and the other from 
node B. The received powers of the signal tone from node 
F and the interenference tones from node A and node B 
can be found by using the pathloss model. [12], 

» - ^ 
(25) 

where </ is the distance between transmitter and receiver 
node, PM is the received power of the signal tranmirted 
from node k and received at node /, and P-j- is the 
transmitted power. The constant K can be determined 
by the transmitting and receiving anttenna gains and the 
wavelength of the transmitted signal. Since all these para- 
meters are assumed to be known, therefore we can easily 
calculate the received power of interference tone from node 
A, (PAC), and node B ,(PBC), using (25). Then, we can 
find the average received power of the interference tones at 
node C, P3c = (PAC + PBC)/2, and substitute neccessary 
parameters as in Table I into the complete BER expression 
derived in Section II to obtain the estimate BER value. 
Note that A'j and K2 in Table I were set to lOOdB, i.e. 
AWGN channel, since no fading channel was assummed in 
this section. In fact, fading channels can also be taken into 
account by changing the Rician factors correspondingly. 

Due to the use of average power from various interfer- 
ence sources, clearly the BER resulted from this approach 
will be less accurate compared to one obtained by taking 
into account each interference tone individually. Yet, in 
the scope of this section, the BER is only used as a metric 
to illustrate how the link quality changes relatively when 
different subband is allocated. It is not how much, but how 
does the BER change that is actually matter. Though nearly 
of no meaning numerically, the the result obtained is still 
proven useful in comparing the performances of the link. 

Nevertheless, as an additional source of error, the in- 
terference from external network also play an important 
role in defining the quality of the link. To formulate the 
complete analysis for a mesh, not only must we consider 
the interferences among router nodes (intra-network inter- 
ferences), but we need to account also for the interferences 
from the external networks. Obviously, the amount and 
form of the external interferences are different from site 
to site, depending on the types of radio and the frequency 
range often used in that area. For this paper, it is assummed 
that a site survey has been performed prior to the mesh 
installation and, because the prospective deployment site 
is in rural area, only one external network is found to be 



TABLE I 

INPUT VALUES FOR CALCULATING BER OF WMN IN FIG. I (IF C-^F 

IS TO BE ASSIGNED WITH PATTERN 2) 

Variable Definition Value 
N Total FM bands in the pattern Np 

P, Received power of signal tone PFC 

P, Avg. received power of int. tone \(PAC + PDC) 

<l Total int. lones in the pattern « = 2 
Ki Rician factor for signal fading lOOdB 
K2 Rician factor for int. fading lOOdB 

!c**iintert»renc* wn«|q) •! 

I 1 FMUrn. 'FHI, band ' FHb*yj 

Fig. 2. A frequency-domain illusiraiation of interference tones (intra- 
nctwork interferences) and interference noise (external inlcrfcrcncc) of 
the mesh network with 2 hopping patterns 

co-existing on the site. Further, we assume the external 
network is a DSSS modulated network and it is occupying 
the fixed portion of our intended communication band- 
width. For example, if we are to use IEEE 802.1 l(FH) 
equipment on our mesh router, this external interfering 
network could be an IEEE 802.11b wireless local area 
network (WLAN), which is operating on a channel in 
2.4 GHz frequency range. Depending on its location, each 
router node will receive the interference signal from this 
network with different received power but, because the site 
survey has already been performed, the interference power 
received at each node is assumed to be known to the PAC. 

By the above statement, this external interference can 
then be modeled as an additive white Gaussian interference 
noise with a power of o2

]k being received at router node 
A- of the mesh. If B} and Nj is defined as the portion 
of the bandwidth and the number of FH bands jammed 
by the interference noise respectively, the jamming ratio 
can then expressed as p — BJ/BT = Nj/N. The o2

jk for 
node k and Bj are known to the PAC via the site survey. 
When an FH band is jammed, we will assume that all of 
its A/ frequency bins is jammed. Nevertheless, it should 
also be noted that, because hopping patterns are established 
from the interleaving and non-colliding FH bands within 
the entire bandwidth B r. each hopping pattern then share 
Nj jammed FH bands equally: therefore, the jamming ratio 
/;, of hopping pattern i will be the same as the network 
jamming ratio p. 

Should no interference tone exist, the external interfer- 
ence noise will then be the only source of interference 
in the mesh and we can calculate the BER of the link 
easily However, if the influence of the interference tones 

is accounted, using the PBJ interference model alone 
is, apparently, inadequate. It is necessary that we must 
consider the interference tones and the interference noise 
all together. Therefore, a new interference analysis needs 
to be developed to combine together the errors caused by 
the interference tones and the interference noise. 

For case of representation, let us first define A as the 
event that the signal hop is jammed by the interference 
noise and A' as the complementary event or the event that 
the signal hop is not jammed by the interference noise. We 
can calculate the probability of symbol error by 

P.(e) = P(A) • Pa(e\A) + P(A') • P,(e\A')        (26) 

With the total of 7, interference tones from the conflict 
links using the same pattern ?, the number of interference 
tones in a hop, n, can be a value within [0, fflm((/,, A/)]. 
For ease of representation, we then define BQ as the 
event when the hop is not jammed by interference tone 
(7t = 0), BM as the event when the hop is jammed 
by M interference tone (n = A/), and B^ as the event 
when the hop is jammed by n interference tones where 
n 6 \\,min(qx,M - 1)J. Now. if incorporated the effect 
of the interference tones, (26) can then be re-written as 

P.(e)    =    P(AnBo)-Ps(e\AnBo) 

+P{A'nBo)Ps(e\A'nBo) 
L 

+ J2{P(AnB2)-Pa(e\AnBs) 
n=l 

+ P(A'nBn)Ps(e\A'r)BIL)} 

+ \PUnBM) • P,(e\AnBM) 

+P,A' nBM) • Ps(e \A'nBM)) u(g, - M) 

=    {P(Bo)P,(e\AnBo) 
L 

+ Y,P(Bn)-P)(e\AnBn) 
n = l 

+P(BM) • Ps{e\AnBK) • u(,i, - A/)} • P(A) 

+ {P(Bo)Ps(e\A'DBa) 
L 

+ ^P(Bri)Ps(e\A'nBri) 
n = l 

+ P(BM) • Ps(e\AnBK) • u(q, - A/)} • P(A') 

(27) 

where u(q, - M) denotes the unit step function and L 
equals min(qi,M - 1). The second equality is obtained 
from the fact that the interference tones and the interfer- 
ence noise are independent, so event A is independent from 
event Bo, B„, and BM. 

Given a jamming ratio p, for subband i, P(A) and 
P(A') can be calculated as />, and (1 - pi), respectively. 
Also, using (5),(9), and (22), P(Bo), PiB^), and P{BM) 
can be calculated just by substituting parameters N and 
q with Np and q,. Now, The only terms to be considered 
are the probabilities of symbol error with conditions on 



difference events, which can be evaluated easily using the 
analysis in Section II. 

Consider first the event A[ when there is no interference 
noise in the hop. Without the external-network interfer- 
ence noise, AWGN will be the only noise corrupting the 
signal tone and the total noise power a\ is thus equal 
to just a'2n. Therefore, P,(e\A' n Bo), P,(e\A' n B„), 
and P3(e \A' n BM) can be evaluated using exactly the 
same analysis in Section II. On the other hand, for the 
case of A when the interference noise does exist, the 
total noise power in the hop will be the summation of 
AWGN power and the interference noise power, i.e. a\ = 
an+ajk- '' should be noted, however, that, despite the total 
noise level in the hop, the two cases are very much alike. 
Consequently, we can use the same analysis in Section II 
with a simple change of parameter from a\ to a\ to 
calculate Pa{e\A n B^), and P,(e\A' n BM). Again, 
if no fading channel is assumed, the Rician factor K\ 
for the fading channel of the signal tone can be set to 
a very large value, e.g. lOOdB. Otherwise, it must be set 
correspondingly to reflect the actual characteristic of the 
fading channel. 

Finally, the complete BER value can be calculated just 
by substituting all the probability terms found into (27) and 
using (4) to convert the result. Then, based on the BER 
value, the CA algorithm will decide the most appropriate 
patterns for links and the mesh network with enhanced 
capacity will be formed correspondingly. 

IV. CONCLUSIONS 

In this paper, we studied the interference analysis in a 
NC-FH MFSK rural infrastructure WMNs with each router 
node being equipped with multiple radio interfaces. Our 
choice of the FH/MFSK modulation technique here is not 
just to satisfy the security requirement in military commu- 
nications but also to provide easy implementation for each 
router nodes; since FH/MFSK modulation technique has 
been specified in IEEE 802.11 standard, these router nodes 
can be implemented also using IEEE 802.1 l(FH) equip- 
ments. The performances of noncoherent slow frequency- 
hopping system with A/-ary frequency-shift-keyed mod- 
ulation (NC-FH/MFSK) with AWGN channel and Rician 
fading under independent multitone jamming (independent 
MTJ) were investigated in this paper. The expressions for 
calculating the exact BER performances of the system 
under the effect of the jamming strategies are derived. 
We applied the analyses to channel assignment (CA) in 
multiradio rural WMNs. We obtained a new interference 
model combining interfence tone and partial band noise, 
which would be incorporated into the CA algorithm to 
assign the most appropriate channel (or hopping pattern, 
in our case) to links in the mesh. Because it takes into 
account both the intra-network and the coexisting-nctwork 
interferences, the new interference model thus reflects a 
very realistic interference situation in WMNs. 
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Abstract 

Conventional geolocation of RF emitters has adopted active triangulation methodology. One 

successful commercial example is satellite-based global positioning system (GPS). However the 

active localization in some cases can be extremely vulnerable especially for battlefield. In this 

paper, we design a netcentric Small Unmanned Aerial System (SUAS) for passive geolocation 

of RF emitters. Each small UAV is equipped with multiple Electronic Surveillance (ES) sensors 

to provide local mean distance estimation based on received signal strength indicator (RSSI). 

Fusion center will determine the location of the target through UAV triangulation. Different 

with previous existing studies, our method is on a basis of an empirical path loss and log- 

normal shadowing model, from a wireless communication and signal processing vision to otter 

an effective solution. The performance degradation between UAVs and fusion center is taken 

into consideration other than assume lossless communication. We analyze the geolocation error 

and the error probability of distance based on the proposed system. The result shows that this 

approach provides robust performance for high frequency RF emitters. 

Index Terms : UAV. fading, geolocation. path-loss, log-normal shadowing 



1     Introduction and Motivation 

The precision geolocation of radio frequency (RF) emitters has been a long-standing subject and is 

now captured more attention in both electronic warfare and civilian applications, such as targeting 

military invaders and rescuing airplanes or ships sunk at sea. Among the traditional work of target 

detection and location, care has been taken on a basis of bearing-only measurements from the 

aspect of geometry (l]-[5] to determine the position, velocity and direction. There is no doubt 

that this bearing-based methodology such as Angel of Arrival (AOA) can be adopted in RF emitter 

geolocation, since RF emitter is in essence a target. On the other hand. RF emitters stand out from 

conventional targets ;is they are capable of sending out electromagnetic signals, which suggests the 

wireless communication and signal processing vision to offer the effective solution. 

Conventionally, synthetic aperture radar (SAR), inverse synthetic aperture radar (ISAR) and 

moving target indicator (MT1) radar have been employed to provide situational awareness picture, 

such as localization of targets. Due to the principle that radars operate by radiating energy into 

space and detecting the echo signal reflected from the target [6], the vulnerability of active radars 

are obvious: 

• Given transmitter and receiver, a radar systems is generally bulky, expensive and not easily 

portable 

• Transmitter is easily detectable while in operation, thus draws unwanted attention of adver 

sary 

• Detection range is limited by the power of transmitter 

• The transmission energy highly reduce the life of battery for MTI radars 

Therefore, passive geolocation approaches are preferred. 

Currently, there is a developing trend to use unmanned aerial vehicles (UAVs) for geolocation 

of RF emitters owing to better grazing angles closer to the target than large dedicated manned 

surveillance platforms [7].  In addition, UAVs are capable of continuous 24-hour surveillance cov- 

erage.  As a result, they had been developed for battlefield reconnaissance beginning in the 1050s. 



During the 1980s, all the major military powers and many of the minor ones acquired a battlefield 

UAV capability, and they are now an essential component of any modern army. Till now, UAV is 

not only limited to an unpiloted aircraft, but unmanned aerial systems (UAS) including ground 

stations and other elements as well. 

Small unmanned aerial systems (SUAS) are rapidly gaining popularity due to the miniaturiza- 

tion of RF components and processors. In particular, given the cutting-edge technology in modern 

remote sensing (RS), SUAS can be equipped with Electronic Surveillance (ES) sensors in place 

of bulky active radars, which result in smaller, lighter and lower-cost counterparts. These types 

of SUAS are generally classified as having a wing-span of less than 4 meters [8] and a gross ve- 

hicle weight less than 15 pounds [9]. A number of UAV manufacturers have developed low-cost 

TDM A data links that support the cooperative team work of multiple UAVs, which provides higher 

mobility, survivability and closer proximity to the targeting emitters. 

In the present work, [9] and [10] are based on a team of UAVs working cooperatively with 

onboard camera systems. The location of an object is determined by the fusion of camera im- 

ages. However, the visual feature can become vulnerable in the following cases: l)when telemetry 

and image streams are not synchronized, the target coordinates read by UAV can be particularly 

misleading; 2)when weather is severe and visibility is low. the image based geolocation may not 

provide day-or-night, all-weather surveillance; 3)target is well protected and hidden, such as deeply 

beneath the foliage. 

Besides visual feature, the time difference of arrival (TDOA) technique has been adopted in the 

current work [ll]-[15j. In these work, a network of at least three UAVs has been employed with 

on-board ES sensors, a global positioning system (GPS) receiver and a precision clock. When the 

target is detected by the sensor, the time of arrival would be transmitted to a fusion center, which 

would finally estimate the emitter location based on their TDOA. Also, Kalman filters is used to 

track the object. However, TDOA, like other methods including Angle of Arrival (AOA), Frequency 

of Arrival (FOA), Frequency Difference of Arrival (FDOA) and Ph;ise Difference of Arrival (PDOA) 

etc., is well known for difficult synchronization issues, such as fine synchronization for geolocation 

algorithms and coarse synchronization for the coordinating data collected within the area of interest 



at a common time. 

In this paper, we apply netcentric SUAS with on-board multiple ES sensors for RF emitter 

geolocation. Different from previous work described above, our work describes about a complete 

system design and analyze the performance in detail. Our method is on a basis of an empirical 

pass loss and log-normal shadowing model, which has been adopted for reliable high-speed wireless 

communications for moving users in dynamic environment, but has never been used in the SUAS 

before, to the best of our knowledge. Also, the performance of multiple ES sensors will be considered 

for the system as a whole. In addition, we will provide a confidence assessment through error 

bounding, which has not been seen in the existing approaches. 

The rest of paper is organized as follows. Section 2 describes about the system design including 

t he emitter detection, path loss and log-normal shadowing approach and netcentric decision. Section 

3 presents simulation results and performance analysis. Finally, section 4 draws the conclusion. 

2    System Design Based on Path loss and Log-normal shadowing 

2.1     Target Detection 

Before UAVs cooperatively locating the RF emitter, it is necessary for them to understand whether 

targets are present in the range or not. Due to the randomness of dynamic environment, statistical 

model can be used to characterize the signal fluctuation. Herein threshold detection based on 

Bayesian's rule is adopted. 

The Rayleigh distribution has been generally applied to describe the fluctuations of the ampli- 

tude over a short period of time or travel distance [16]. when there is no any RF emitter, moving 

UAVs will obtain scattered noise that reach the receiver by multipath, which can be denoted as 

9(u) = 9I(U)+J9Q(U) (1) 

where the envelope of received signal r = Jg'j(u) + </Q(U) obeys a Rayleigh distribution. <//(?/) and 

HQ{U) are two independent quadrature Gaussian random variables with zero mean and variance 02. 

The probability density function (PDF) of the amplitude is 

;•    _ d 
f(r)= •jr.e   ^.     <*><) (2) 

1 



When a RF emitter is present, its dominant signal component will contribute to a line-of-sight 

(LOS) propagation path, consequently the envelope in this case follows Rician distribution with 

PDF 
2 ,    2 

/(r)=      c-*-/0(     ),    0>o (3) 

where /o() is the zero-order modified Bessel function and it is monotonicallv increasing for positive 

argument; s is the averaged RF signal amplitude. 

Assume the presence of RF emitter is with probability 0 < p < 1, then Bayesiams decision rule 

can be designed as 
2 .    2 

T-* enndcr exists 
2«-< 

no emitter      f 
02- 

Based on 4. the detection threshold turns out to be 

•1,1-Px.^ 
T=sInip)er* (5) 

Therefore the probability of detection, i.e.. the probability that the RF emitter be detected at its 

real presence can be expressed as 

fOC T2+   ? 

Pi = P{r >T)= ^    -e-&rin(-)dr (6) 

The probability of false alarm can be denoted by 

toe r      r2 _x
2 

Pfa =p{r>T} =  /     --^e   **dr = e   ^ (7) 
.IT   <t> 

2.2     Path Loss and Log-normal shadowing Approach 

In our work, we assume the SUAS is composed of R(R > 3) small UAVs. Each UAV is equipped 

with N(N > 1) ES sensors, whose task is to provide Received Signal Strength Indicator (RSS1) of 

RF emitters. A processor is also on-board to compute the current distance from the RF emitter to 

the sensors based on R.SSI. Notice that even though the computation can be achieved in a very fast 

time on a basis of detected RSS1, estimated distance poses drifts from the real distance due to the 

relative motion between the UAV and the RF emitter as well as wind gusts during the moment of 

computation.  Thus multiple sensors are employed to provide the receiver diversity.  Later we will 



show that multiple sensors help reduce the distance error and improve the geolocation performance. 

The processor also applies Equal Gain Combining (EGC) to average out local spatial variations 

within a UAV. EGC is adopted due to its simplicity and fast computation. Additionally, each UAV 

works independently and knows its own position either by a GPS receiver or pre-planned paths. 

Also, it is capable of communicating with a fusion center, which makes a final geolocation decision 

baaed on the information given by multiple UAVs. 

Assume an emitter is sending out RF signal and a UAV d distance away from it detected the 

signal at this moment. The signal propagating between these two points with no attenuation or 

reflection follows the free-space propagation law [17]. This commonly adopted path loss model as 

a function of distance is expressed as 

P(do) d() 

where do is a close-in distance used as a known received power reference point; (3 is the path-loss 

exponent depending on the propagation environment. 7 is a unitless constant that depends on the 

antenna characteristics and the average channel attenuation, which can be defined as 

7dfl = 20 Ig-r^r     {lg = logi0) (9) 
47T/do 

where C is the speed of light and / denotes the frequency. This definition is supported by empirical 

data for free-space path loss at a transmission distance of 100m [18]. Based on this free-space model. 

the power in dB form is linearly decreasing with the increase of log{d), as illustrated by the straight 

dash line in Fig. 1. 

However, in practice, the reflecting surfaces and scattering objects will typically contribute 

to the random variation of RF signal transmission. The most common model for this additional 

attenuation is log-normal shadowing, which has been empirically confirmed to model accurately 

the variation in received power in both outdoor [19] and indoor [20] environments. In this case, the 

difference between the value predicted by the path loss model and the actual power is a log-normal 

random variable, i.e., normally distributed in dB, which is denoted by 

rP(d),      _,P(d) 
dB - 1 p/ , Jrffi + * (10) lP(d0)

JU"      'P(do) 



where X is a Gaussian random variable, with mean m and variance a2. 

We will use the combined path loss and log-normal shadowing model to estimate the distance 

between RF emitter and a UAV through RSSI. This model is illustrated in Fig. 1 with a dotted 

curve. The power in dB is given by 

'   }dB = lOlg-y - Wlg(T-) + * (11) 

where Prl is the RSSI of ES sensor t. Based on (11). when Pr, is detected, the processor can easily 

compute d, in a (IB form, which is 

i p y 
<kdB = ^{idB + JdMB - l-^TTrld/j} +'—, (12) 

P ' («oj P 

Notice that didB = \{ldB + PdodB - Ij^ld/i}. therefore 

y 
didB - didB = -Q (13) 

Then it is obvious that the expectation of distance mean square error based on sensor i is 

T2 E{(dldB - dldB)2} =    "; (H) 

.V sensors equipped on a UAV are applied to compute the local mean distance that average the 

local spatial variations. The estimated local mean distance is 

1    N 

0=^^4) (15) N 

This value is obtained based on dB measurement due to the smaller estimation error compared to 

the linear form [21]. 

Notice that D = ddB. At the detection moment, UAV is d distance away from the RF target, 

i.e., d,dB = ddB. Also, each sensor independently obtains the dldB, i.e., dldB-dldB can be considered 

independent for different i. thus the expectation of distance, mean square error for each UAV can 

be expressed as 

E{0-D)2}=TI!^f d6) 

This shows that based on path loss and log-normal model, the larger number of sensor N. the 

smaller distance mean square error will be achieved for each UAV. 



As each UAV geolocates RF emitter only based on RSSI and there is no any information about 

phase, in this situation the current detected area at the moment can be denoted by a — ltd2. If a 

is denoted by dB form, then A = \0lgir + 2D, therefore the expectation of area mean square error 

for each UAV is 

PA = E{(A - A)2) = AE{(D - Df) = ^^ <17) 

Finally the upper bound of geolocation area mean square error of a UAV network can be denoted 

by 

\R(iv2 

I A, -        y 

1=1 1=1 

«-,MJ4>sI>-*S=^ m 

We sliow this upper bound in Fig. 2, where R = 3,rn = Q,/3 = 2 are used for illustration. 

Apart from geolocation performance, we also define distance range probability as the probability 

that the estimated local mean distance D falls within D\ < D < D2, where D\ < D2 and D\.D2 

are also in dB form. The corresponding linear form of D, D\ and D2 are d, d\ and d2 respectively. 

In order to simplify the expression, we would like to denote 

S, = ~{ldB+[^~UB-PDx + 0dOdB},     i = l,2 (19) 

It's obvious that S2 < S\. Therefore the distance range probability turns out to be 

P(Di < D < D2) 
Q{Si) - Q(Si) = Q(S2) + Q(S}) - 1    if (a)S, < 0 or (b)0 < S, < -S2 

Q(-Sx) - Q(S2) = 1 - Q(Si) - Q(S2)   if (c)0 < -S2 < 5, or (d) S2 > 0 

(20) 

where the Q-function is defined as the probability that a Gaussian random Z is greater than x: 

Q(a-) = P(z > 1) = r -Le-^dy (21; 
J X 12-K 

The (a)-(d) situations are illustrated in the Fig. 3. It's worth mentioning that P(D\ < D < D2) = 

P(d\ < d < d2). When D] and D2 are set to be values pretty close to D, (20) turns out to be the 

probability of correct distance range. 

Based on our previous analysis, it's obvious that 

D=D+j-0 (22) 



When the relative motion between UAV and the emitter is very slow, the mean of ^rg, i.e., 

I =  ^2>   can be considered zero because the mean may be considered to describe the average 

discrepancies in real and estimated distance between the RF emitter and the UAV during the 

moment of computation.  Also, for simplicity and clarity, we use ij to denote the variance of ^, 

which is jftm- Therefore, the probability of estimation that RF emitter locate in the range [D]. D2] 

by a single UAV becomes 

rih 
Pcs(Di,D2)   =     /     P(Di<D<D2)fN(n)du (23) 

/) 

/>(£>, < D < D^Qi1^^) - Q(^ -)] 
V V 

P{Dt < D < D2)—=^e    *T~dD 

When the relative motion between the UAV and the RF" emitter is obvious, due to the random 

variation, even the mean can be considered as a variable which follows uniform distribution in the 

range \L\, L2}(m dB form), where L\ < D\ — D and L2 > D2 - D. In this case, the probability of 

RF emitter locating in the range \D\,D2) by a single UAV becomes 

PCm(D1,D2) [  ' P(D, < D < D2) j '' -jL 
JDi JLi      V27T 

-(«-o-»)2 1 
e     ^     •- —dvdu (24) 

27T77 L2 - L\ 

P{DX<D<D2){ /%(A-i>-V f^Dt-D-v^ 
L2- Li JL] r) JL] 7/ 

2.3    Netcentric Decision 

As soon as each UAV obtains its distance from the RF emitter, this data will immediately be sent 

to a fusion center through TDMA data links. The fusion center can be a ground station or even 

mounted on one of the UAVs. Due to the shadowing and multipart h. the signal sent by a UAV 

will encounter fading before arriving at the fusion center. Assume the instantaneous signal-to-noise 

ratio (SNR) is y. the statistical averaging probability of error over the fading distribution (22] is 

Pe.,n.f =    I     P,n(y)Pf(y)dy (25) 
./o 

where Pm[y) is the probability of symbol error in AWGN based on a certain modulation scheme 

and p/{y) denotes the PDF of the fading amplitude. 



Apply the moment generating function (MGF)  M/(s)  =  /0°°pj(y)esydy and alternate Q- 

TT/2  -:l2 

function Q(x) = £ /0     e
2"in2*dv?, we derive the probability of symbol error for the UAV network 

using 4 most common modulation schemes: phase-shift keying (MPSK), pulse amplitude modula- 

tion (MPAM). quadrature amplitude modulation (MQAM) and noncoherent frequent-shit, keying 

(MFSK) respectively as follows: 

I.W     11. 

^
2
'T/A/), 

TT JQ sin-1 ip 

Pe.MPAM.f = ^y^   [' Mf{   .   2 ] )*p (27) 
7rAi      ./n sur ip(M2 - 1) 

'e.MQAMJ    =    U^TfT-) [' Mf(-ont     \   •   2    H? (28) 

UM-LJ n 3 
-( ;=—)    /     Mt( a— 
TT

V
    v/A7        ./O 2(Af- l)sinV 

A/-1 
,A/-1,      1      . .  ,        » 

PejiMirj = L(" )^TI
M/(

"^TT
) (29) 

Tl—l 

When the channel is Rician fading with factor K, after derivation the detailed expression of 

(26)-(29) are as follows respectively: 

i _u i<    CM     sin J • exp . ;.   ....   ;,' ,' . ; 

re.M PS K.Rician =    /  •   2/    /.^  ,   /,   ,   i^i   •   2 d^ (3() 

7r     ./o ysirr(7r/A/) + (1 + A)sirr</5 

2(1 + A-)(A/ -  1)    /-/^'"^•^^"(AP-DI^+'d + K)^^^ 
"e.MP AM.Rician =  r;    /         5r ; — 5 'V (31) 

4(>/M-l)(l + /Q    P^"^   CXP{     2(A/-,)l^:(,+A-)s,n^i 
' r.A/y.-iA/.Wician    =     r~   /      ^ ; — 5 dtp    (.12) 

7T V A/ ./() 27^ + (l + A')sin2^ 

+ A')sins
V>]' 

.   2 f 3A'y 1 

4(1 + K), v/M - 1,,  /"' S1"  * ' eXPi    W^Vlj^Hi+K)•**) I 

Jo 7T N/M       JO nTTrhl + (1 + A')sin2<£ 
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M 

Pe-MFSK-Rician — / ,(~l)"     (   n   ) 
71=1 

1 + K 
n + 1    1 + K 

•~exp{ 
n+1 1 + K + ^i* 

(33) 

To simplify the (30)-(33), two extreme cases are taken into account. When the Rician fading 

factor K —> 0, it becomes Rayleigh distribution, therefore (30)-(33) can be denoted using following 

expressions in this case: 

Pe.MPSK.Ray = 1 

f   ysin'(fr) 

l + ys\n2(ff) 

P. 
M - 1 

e.MPAM.Ray = 
M (1- 

\ 
1 + -ty- 

A/2-] 

(34) 

(35) 

v.KIQAM.Rny     = 
2(V/M- i; 

(1 V 
3y 

2(AJ-1) 

4 J*_ 
-)-4( 

2(A/-1) y/M 

A 
3j/ 

2(A/-1) 

1 + JlL_ - arctg, 
2(A/-1) 

1 + JiL 
2(A*-1). 

3v 
2(A/-1) 

(36) 

A/-1 

37 
n=l 

When A' —> oc, the Rician fading channel becomes AWGN channel. In this situation, the 

probability of symbol error based on above modulation schemes have been well studied and the 

result is provided in [17], Table 6.1. 

According to these performance, the best modulation scheme can be chosen to reduce the 

probability of error. This will be further illustrated in Section 3 by simulations. 

For simplicity and clarity, we assume the RF emitter is on the ground surface. In the case that 

the relative motion between the RF emitter and UAVs are quite slow, the UAV a is able to be 

aware that the RF emitter is somewhere on a circle, of which the center is itself and the radius is 

<l„. ;ts illustrated in Fig. '1(a). Another UAV b can also identify that there is a RF emitter on a 

circumference with radius (/;,. After combining the information from both a and /), the fusion center 

will be aware that the target either locates at the position A or B. With the help of a third UAV 
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c, the fusion center will have the knowledge that the RF emitter is at the position A. Therefore 

with the triangulation, 3 UAVs are able to locate the RV emitter on the ground. In the case that 

the target is above the ground. 4 UAVs are necessary with one more member providing altitude 

geoloeation information. 

When the relative movement between the target and UAVs are obvious, a and b will aware thai 

the RF emitter is moving within a ring area, and the fusion system will understand that the the 

target is within the intersection of 2 rings. Suppose the intersection area is abc (the intersection 

can also be 2 independent areas, here we use one case for illustration without loss of generality), 

shown in Fig. 4(b). When the data from r is obtained, its detected range ring will intersect with 

abc in a line DE. Therefore, the trace of the RF emitter DE will be successfully obtained. After a 

few numbers of measurement, the motion speed, acceleration of the target can be calculated based 

on range and time difference. 

Due to the independence of the distance estimation by each UAV and the transmission of data to 

the fusion center, the probability that a single UAV accurately provides the geoloeation information 

to the fusion center is PCS(D\,D2) • (1 - Pe.MPSK.f) or Pcm{d]-<h) • (1 - PeMPSK.f) f°r different 

relative motion situations, where D1.D2 and d\.d2 are close to D and d respectively. Therefore, 

the probability of error for the netcentric SUAS made up of 3 UAVs can be denoted as 

Pes <  1 - \Pcs(Dx,D2) • (1 - Pe.MPSK.f)f (38) 

Pern < 1 - \Pcm(dud2) • (1 - Pe.MPSK.f)? (39) 

The above expressions are error upper bound, this is because the netcentric decision provides 

much more resilience than a single UAV. For example, in Fig. 4(a) assume UAV a and b accurately 

geolocate the target while c has a large location error and believes the target is far away from the 

pint A and B, the whole system may still provide accurate estimation if c determines that the 

target is closer to A compared with B. Demanding every UAV to provide accurate information to 

fusion center is a stringent rule, therefore (38) and (39) are upper bounds. 
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3    Simulation Results and Performance Analysis 

Simulations on a basis of mathematical expressions in Section 2 are presented in this Section for 

better analysis and illustration about SUAS performance. In the simulation, we assume d = 100m, 

dn = O.ldand 0 = 2. 

Fig. 5 describes about error probability of distance range vs. frequency for a single UAV, where 

d\ = Q.99d and d? = 1.01*/ have been used. The curves show that given the same a (see (10)), the 

error probability of distance range will be reduced as the frequency increases. However, when the 

frequency is higher than a certain threshold value, such as 10 for a — 10, the error probability 

becomes a constant. This phenomenon is the result of nonlinearity of the Q function. Therefore, 

this UAV system is more appropriate for geolocate an emitter with higher frequency. 

Fig. G shows the contribution of another important factor power-rate-to-noise ratio (PRNR) to 

the correct probability of distance range for a single UAV. We define PRNR as „p • It, is easy to 

observe that similar to Fig. 5, there is also a threshold value in correct probability of distance range. 

The larger the r\ (see (22)). the smaller the threshold value as well as the probability correctness. 

Fig. 7-10 illustrate upper bound error probability for netcentric UAVs based on (38) and (.'<!)). 

Fig 7 and 8 are in the environment of AWGN while Fig. !) and 10 are for Rayleigh fading. In the 

case that relative motion between the RF emitter and UAVs are slow, d\ — 0.99(i, dj = 1.0b/ and 

;/ = 1; when the relative motion is obvious we apply \\ — -0.1c/, I? = O.lrZ and ij = 1, therefore 

P,,(DUD2) = 0.9876 and Pnn(DuD2) = 0.94. In Figs. 7 and 9, modulation schemes MFSK, 

MPAM. MPSK and MQAM with M = A are applied for illustration. This does not mean M = 2 

can not be used. Actually, the smaller M, the smaller probability of symbol error rate for the 

same modulation scheme. That partially contributes to the smaller probability of error in Fig. 8. 

Moreover, the resilience of netcentric design makes the probability of error using BFSK and BPSK 

much smaller compared to that of 1-FSK and QPSK. This is the same situation while comparing 

Fig. 10 with 9. 

These figures show that no matter the wireless radio channel between UAVS and fusion ((Miter 

is AWGN or Rayleigh. MQAM will provide the smallest probability of error at low SNR while 

MPSK will provide the smallest probability of error at moderate to high SNR. Therefore MQAM 
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and MPSK can be applied for adaptive modulation for data fusion depending on how large is the 

SNR at the receiver of fusion center. 

4    Conclusions 

In this work, we propose a passive geolocation approach to locate RF emitter using a netcentric small 

UAV systems (SUAS) equipped with ES sensors. This approach is based on log-normal shadowing 

model, which has been empirically confirmed to model accurately the variation in received power in 

propagation environments. We show that the geolocation error is essentially a log-normal random 

variable. The larger number of ES sensors, the smaller geolocation area upper bound error. We 

also analyze the error probability of distance range for the system. We demonstrate that when the 

emitter frequency is higher than a certain threshold value, the error probability becomes a constant. 

The situation is similar for power-rate-to-noise ratio (PRNR). Regardless what the wireless radio 

channel between UAVS and fusion center is, for example AWGN, Rayleigh or Rician, at low SNR 

MQAM modulation is applied while MPSK will be chosen at moderate to high SNR due to the 

smallest performance error of the whole system. 
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Abstract 

Inspired by recent advances in MIMO radar, we introduce orthogonal pulse compression 

codes to MIMO radar system in order to gain better target direction finding performance. We 

propose the concept and the design methodology for the optimized triphase phase coded wave- 

forms that is the optimized punctured Zero correlation Zone (ZCZ) sequence-Pair Set (ZCZPS) 

The method is to use the optimized punctured sequence-pair along with Hadamard matrix in 

the ZCZ. According to codes property analysis, our proposed phase coded waveforms could 

provide optimized autocorrelation and cross correlation properties in ZCZ. Then we present a 

generalized MIMO radar system model using our proposed codes and simulate the target direc- 

tion finding performance in the system. The simulation results show that diversity gain could 

be obtained using our orthogonal pulse compression codes for MIMO radar system. The more 

antennas used, the better target direction finding performance provided. 

Index Terms : MIMO radar, orthogonal, optimized punctured ZCZ sequence-pair, phase coded 

waveform 



1     Introduction 

The previous work [1) [2] [3] showed that processing data from a radar network with spatially 

distributed nodes could offer significant performance improvement, as a result, there has been 

considerable interest in MIMO radars which employ multiple antennas both at the transmitter and 

at the receiver. The present important research of MIMO radar includes all kinds of techniques, such 

as waveform design (4) [5] [6]. ambiguity function [8], patternform syntheses (9][10). detection and 

localization performace analysis [4]-[10], space-time adaptive signal processing, direction finding. 

etc. In [5], the authors design covariance matrix of the probing signal vector transmitted by the 

radar to achieve the desirable fectures of a MIMO radar system. The desirable fectures could be to 

choose freely the probing signals transmitted via its antennas to maximize the power around the 

locations of the targets of interest, more generally to approximate a given transmit beampattern. 

and also to minimize the cross-correlation of the signals reflected back to the radar by the targets of 

interest. In [6], they also propose a cyclic optimization algorithm for the synthesis of a given optimal 

covariance matrix /? under various practical constraints to construct signals which also have good 

auto- and cross- correlation properties in time. In addition, based on investigating target detection 

and parameter estimation techniques for a multiple-input multiple-output (MIMO) radar system, 

the authors [11] propose an alternative estimation procedure, referred to as the combined Capon 

and approximate maximum likelihood (CAML) method which can provide excellent estimation 

accuracy of both target, locations and target amplitudes. In [12], the authors provide a review of 

some recent work on computing the Cramer-Rao lower bound (CRLB) on the achievable localization 

accuracy by using the geometric dilution of precision (GDOP) as a tool for assessing and illustrating 

the localization accuracy of the Best Linear Unbiased Estimator (BLUE). 

Apart, from the work mentioned above, direction finding [13] [14] is such a technology that a well 

known waveform is transmitted by an omnidirectional antenna, and a target reflects some of the 



transmitted energy toward an array of sensors that is used to estimate some unknown parameters, 

e.g. bearing, range, or speed. Also, beamforming [15] is another important process generally used 

in direction finding process that an array of receivers can steer a beam toward any direction in 

space. The advantages of using an array of closely spaced sensors at the receiver are the lack of 

any mechanical elements in the system, the ability to use advanced signal processing techniques 

for improving performance, and the ability to steer multiple beams at once. In this paper, we will 

focus on the direction finding performance of the MIMO radar system. 

MIMO radars, unlike phased array radars, transmit different waveforms on the different anten- 

nas of the transmitter, which makes it necessary to do the waveform design for the system. Some 

researchers have already done some work on the MIMO radar using orthogonal waveforms [10J. 

partial correlation waveforms [10] or the more general non-orthogonal set of waveforms [17][lS][19j. 

Nevertheless, in this paper, we design a set of new triphase orthogonal waveforms for the MIMO 

radar system using the pulse compression technology. To the best of our knowledge, it is the first 

time to introduce pulse compression codes to MIMO radar system to improve the direction finding 

performance. Pulse compression, known as a technique to raise the signal to maximum sidelobe 

(signal-to-sidelobe) ratio to improve the target detection and range resolution abilities of the radar 

system, allows a radar to simultaneously achieve the energy of a long pulse and the resolution of a 

short pulse without the high peak power [28]. A generalized MIMO radar signal model using our 

triphase orthogonal pulse compression codes is analyzed and the simulation results show that better 

performance could be obtained by combining MIMO radar and pulse compression codes together. 

The rest of the paper is organized as follows. Section 2 introduces the definition and properties 

of ZCZPS as well as a set of specific ZCZPS which is the optimized punctured ZCZPS. A method 

using optimized punctured sequence-pair and Hadamard matrix to construct ZCZPS is also given 

and proved.   Section 3 presents and analyzes a generalized MIMO radar system for our proposed 



codes. In section 4, some simulation results are provided by using specific examples with different 

number of uniform linear antennas at the transmitter and receiver of MIMO radar system. In 

Section 6, conclusions are drawn on our newly provided orthogonal pulse compression codes and 

MIMO radar system. 

2     Orthogonal Pulse Compression Codes 

A set of orthogonal pulse compression codes could be used in the MIMO radar system to gain 

the diversity and improve the direction finding performance. In this section, we will propose and 

analyze the concept and design methodology for a new triphase coded waveforms which could be 

applied to MIMO radar system. 

2.1     The Definition and Properties of ZCZ sequence-Pair Set 

Here, we introduce sequence-pair into the ZCZ concept to construct ZCZPS. We consider ZCZPS 

(X. Y), X to be a set of K sequences of length N and Y to be a set of K sequences of the same 

length N: 

x(p) 6 X   p = 0,1,2,...,K - 1 (1) 

y(,)£Y    q = 0.1.2,.. ,K - 1 (2) 

The autocorrelation function for sequence-pair (xp,yp) is defined by: 

/v-i 

*x(P)y<P>(r) - Y xi)V%irymodN>° <r<N-\ (3) /p)jp)* 

1=0 

The cross correlation function for sequence-pair (xp.yp) and (xq.yq).p / </ is defined by: 

Cx(p,y(„(T) = Y, ^Vi'rJn^.O < r < N- 1 (4) 
i=0 

AT-1 

Cx(„y(P,(r) = Y^y^modN'O <r<N-l (5) 



For pulse compression sequences, some properties are of particular concern in the optimization 

for any design in engineering.   They are the peak sidelobe level, the energy of autocorrelation 

sidelobes and the energy of their mutual cross correlation [26]. Therefore, the peak sidelobe level 

which represents a source of mutual interference and obscures weaker targets can be presented as 

max/\- |/?.r''yp(T)l> T € ZQ (zero correlation zone) for ZCZPS. Another optimization criterion for the 

set of sequence-pair is the energy of autocorrelation sidelobes joined together with the energy of cross 

correlation.  By minimizing the energy, it can be distributed evenly, and the peak autocorrelation 

level can be minimized as well [26]. Here, the energy of ZCZPS can be employed as: 

K-\ Zo A-i K-\ N-\ 

E = £ 5>x<P>y<P>(T) +EEE CxWyM(T) (6) 
p=0 T=] p=0  q=0 T=0 

According to (6). it is obvious to see that the energy can be kept low while minimizing the auto- 

correlation and cross correlation of the sequence-pair set. 

Then, the ZCZPS can be constructed to minimize the autocorrelation and cross correlation of 

the sequence-pair set and the definition of ZCZPS can be expressed. 

Definition 2-1 Assume (xj| , y,• ) to be sequence-pair set of length N and the number of sequence- 

pair K. where p = 1,2,3, ...,7V - l,i = 0,1.2,.... A' - 1, if all the sequences in the set satisfy the 

following equation: 

N-1 N-l 

i=0 i=0 

A A',    for r = O.p = q 

0.       forT = 0,p^<7 (?) 

0.       for 0 < |T| < ZQ 

where 0 < A < 1. then {x\p), y(p)) is called a ZCZ sequence-Pair, ZCZP{N,K.Zn) is an abbrevia- 

tion, and (X. Y) is called a ZCZ sequence-Pair Set, ZCZPS{N. K. ZQ) is an abbreviation. 

= < 



2.2    Definition and Design for Optimized Punctured ZCZ Sequence-Pair Set 

Matsufuji and Torii have provided some methods of constructing ZCZ sequences in [23] (2-1]. In this 

section, a novel triphase coded waveform, namely the optimized punctured ZCZ sequence-pair set. 

is constructed through applying the optimized punctured sequence-pair [25] to the zero correlation 

zone. In some other words, optimized punctured ZCZPS is a specific kind of ZCZPS. 

Definition 2-2 [25] Sequence u = (uo, Ui,.... UAT-I) is the punctured sequence for v = (r0. ij rv   , 

0.     if Uj is punctured 
(8) 

Vj,   if Uj is Non-punctured 

Where p is the number of punctured bits in sequence v, suppose Vj € (—1,1). Uj £ (—1,0,1). u is 

p-punctured binary sequence, (u.v) is called a punctured binary sequence-pair. 

Definition 2-3 [25] The autocorrelation of punctured sequence-pair (u.v) is defined 

N-i 

«uv(-) = Yl u>vd+T)modN^ < T < N- 1 (9) 

If the punctured sequence-pair has the following autocorrelation property: 

{E.   ifT = 0mod7V 
(10) 

0,     otherwise 

the punctured sequence-pair is called optimized punctured sequence-pair    [25].    Where.  E  = 

J2i=o uiv(i+T)modN — N — p, is the energy of punctured sequence-pair. 

If (x\   , yf ) in Definition 2-1 is constructed by optimized punctured sequence-pair and a certain 

matrix, such as Hadamard matrix or an orthogonal matrix, where 

x[p) <   (-1,1),    i = 0,1,2 A' - 1 

y\q) € (-1,0,1),   i = 0,1.2, ...,iV - 1 

N-1 N-1 

«x(P)yO)(r) -  2^ Xi    y(i + T)modN ~  2_> -J>     X(I + T) 



= < 

\N. for r = 0. p = q 

0. for T = O.p ^ q 

0,       for 0 < \T\ < Z0 

(ID 

where 0 < A < 1, then (x[• , y\• ) can be called optimized punctured ZCZ sequence-pair set. Based 

on odd length optimized punctured binary sequence pairs and a Hadamard matrix, an optimized 

punctured ZCZPS can be constructed on following steps: 

Step 1: Considering an odd length optimized punctured binary sequence-pair (u. v), the length 

of each sequence is TV] 

u = u().uu....uNl-i,u1 e (-1,1), 

v = vo,vi,...,VNi-i,Vi e (-1,0,1), 

i = 0.1.2 TV, - l.Ni odd 

Step 2: A Hadamard matrix D of order N? is considered. The length of the sequence of the 

matrix is Ar2 which is equal to the number of the sequences. Here, any Hadamard matrix order is 

possible and b' is the row vector. 

b< = (4 &«,..., ft^,,), 

A>2,    \ii = j 

0.      if i ^ j 

Step 3: Perform bit-multiplication on the optimized punctured binary sequence-pair and each 

Rvv = < 



line of Walsh sequences set B (Hadamard matrix), then sequence-pair set (X. Y) is obtained. 

bi = (6&,v;i...,&}Vi_1),i==o,i yvo-i. 

x) = ujmodNlb)modN2,0 <i<N2-l,0<j<N-l, 

X = (x°,x1,...,x7V2-1), 

y) = vjmodN1b)modN7,0 <i<N2-l,0<j<N~l. 

Y = (y°.y',....yA'2-1) 

Since most of optimized punctured binary sequence-pairs are of odd lengths and the lengths of 

Walsh sequence are 2n,n = 1,2,..., most of GCD(N\,N2) = 1, common divisor of TV] and N2 is 

1, N = Ni * N2- If GCD{NuN2) /1J should be the least common multiple lcm(Ni,N2)- The 

construction method for the case of GCD(N\, N2) ^ 1 should be similar to GCD(NX. N2) = 1. so 

we would only consider the case of GCD(N\. N2) = 1 in this paper. The sequence-pair set (X. Y) 

is optimized punctured ZCZPS and N] - 1 is the zero correlation zone ZQ. The length of each 

sequence in optimized punctured ZCZPS is TV = TV] * N2 that depends on the product of length 

of optimized punctured sequence-pair and the length of Walsh sequence in Hadamard matrix. The 

number of sequence-pair in optimized punctured ZCZPS rests on the order of the Hadamard matrix 

The sequence x' in sequence set X and the corresponding sequence y' in sequence set Y construct 

a sequence-pair (x^y1) that can be used as a pulse compression code. 

The correlation property of the sequence-pair in optimized punctured ZCZPS is: 

R^,yJ(T)    =    7?xJy,(r) = RuviTmodN^RwiTinodN^ 

=    Rltv{TmodN\)Rbjb,(TmodN2) 

£7V2,    iiT = 0,i=j 

0. if 0 < \T\ <Ni-l,i = j <12) 

0, if t ? j 

s 

=   < 



where N] - 1 is the zero correlation zone ZQ. 

Proof: 

1) When i = j. 

r = 0, 

Ruv(0) = E,Rbiy(0) = N2, 

RxiyAO) = Ruv(0)Rbibi(0) = EN2; 

0< \T\ < TV, - 1. 

fluv(T)  =  0, 

/?T<.yJ(r) = /?uv(T?7iorfAr
1)7?b,bJ(r77iof/iV2) = 0; 

2) When i ^ j, 

r      (). 

«b^(0) = 0, 

7?,,yJ(0) = /^Jy,(0) 

= R„v(TmudN])Rb,bl{TmodN2) = 0: 

0< |T| </VI-1, 

7?UV(T) = 0. 

flx.yJ(r) = ftxJy.(T) 

= Rtlv(Tniu(lN])Rb,bJ{TinodN2) = 0. 

According to Definition 2-1. the sequence-pair set constructed by the above method is ZCZPS. 



2.3    Properties of Optimized Punctured ZCZ Sequence-pair Set 

Considering the optimized punctured ZCZPS that is constructed by the method mentioned in the 

last part, the autocorrelation and cross correlation properties can be simulated and analyzed with 

MATLAB. For example, the optimized punctured ZCZPS (X,Y) is constructed by 5-bit length 

optimized punctured binary sequence-pair (u. v).u = [+ H 1—],v = [+ + 000) (using ' + ' and 

' symbols for '1' and ' - 1') and Hadamard matrix H of order 4. We follow the three steps 

presented in Section B to construct the 20-bit length optimized punctured ZCZPS. The number 

of sequence-pairs here is 4, and the length of each sequence is 5 * 4 = 20. The first row of each 

matrix X = |x1;x2;x3;x.1] and Y = [yi:y2;y3;y4] constitute a certain optimized punctured ZCZP 

(xi,y,). Similarly, the second row of each matrix X and V constitute another optimized punctured 

ZCZ sequence-pair (x2.y2) and so on. 

++-+-++-+-++-+-++-+- 

X    = 
V + + + + + + + ++ 

+++--+-++ -++-+--+ 

+ - + + + + - + -- + -1 

+ + 000 + +000 + +000 + +000 

+ - 000 - +000 + -000 - +000 

+ + 000 + -000 - -000 - +000 

+ - 000 - -000 - +000 + +000 

The autocorrelation property and cross correlation property of 20-bit length optimized punc- 

tured ZCZ sequence pair set (X, Y) are shown in Figs. 1 and 2. 

From the Figs. 1 and 2. the sidelobe of autocorrelation of ZCZPS can be as low as 0 when the 

time delay is kept within ZQ = N] = 5 (zero correlation zone) and the cross correlation value is 

kept as low as 0 (hiring the whole time domain 
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Figure 1: Periodic autocorrelation property of optimized punctured ZCZPS 
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Figure 2: Periodic cross correlation property of optimized punctured ZCZPS 
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It is known that a suitable criterion for evaluating code of length N is the ratio of the peak 

signal divided by the peak signal sidelobe (PSR) of their autocorrelation function, which can be 

bounded by [27] 

\PSR]dB < 201O9N = \PSRmaX}dB (13) 

The only uniform phase codes that can reach the PSRmax are the Barker codes whose length is 

equal or less than 13. The sidelobe of the new code shown in Fig. 1 can be as low as 0, so the peak 

signal divided by the peak signal sidelobe can be as high as infinite. Besides, the length of the new 

code is various and much longer than the length of the Barker code. 

3     MIMO Radar Signal Model 

There has been considerable interest in the use of multiple transmit and receive antennas to offer 

significant performance improvement in wireless communication. In particular. MIMO radar uses 

diversity techniques to improve the capacity and performance of the radar systems. In addition, 

pulse compression, which allows a radar to simultaneously achieve the energy of a long pulse and 

the resolution of a short pulse without the high peak power required by a high energy short duration 

pulse [28], is generally used in modern radar systems. In this section, we describe a signal model 

for the MIMO radar system using orthogonal pulse compression codes. Assume a radar system 

that utilizes an array with M antennas at the transmitter, and M antennas at the receiver. For 

simplicity, we assume that the target scatters are laid out as a linear array, and the arrays at the 

transmitter and receiver are parallel. A transmitting linear array made up of M elements equally 

spaced a distance d apart. The elements are assumed to be isotropic radiators in that they have 

uniform response for signals from all directions. The first antenna will be taken as the reference 

with zero phase.   The signal radiated by the m-th transmit antenna impinges at angle 0.   From 
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simple geometry, the difference in path length between adjacent elements for signals transmitting 

at an angle 8 with respect to the normal to the antenna, is dsinO. This gives a phase difference 

between adjacent elements of <p = 2-n(d/X)sin6, where A is wavelength of the received signal. And 

the phase difference for m-th transmit antenna is <pm = 2ir((m - \)d/\)sin6. For convenience, we 

take the amplitude of the received signal at each element to be unity. A pulse compression code 

Cm = YlP=o Cm{t — PTc) is applied to m-th transmit antenna, and the signal vector induced by the 

m-th transmit antenna is given by 

Cm = \C^ClMV--C^-%C^e[-l.OA}: (14) 

The signal vectors are organized in the M x P transmit matrix G = \g\gi-• •9Af] • The transmitted 

waveforms are listed along the diagonal of the matrix S = diag(s\, ...,SM). The transmitted 

waveforms could be normalized such that |s,| = 1/M. The normalizing method ensures that 

transmitted power is not dependent of the number of antennas. Suppose, all antennas transmit the 

same waveform, S = SIM, where the subscript denotes the order of the unity matrix. 

Similar to the transmitter, the model for the array at the receiver could be developed, resulting 

in an M x P channel matrix K. Similarly, the first antenna on the receive part will be taken as the 

reference with zero phase. The signal radiated by the n-th receive antenna impinges at angle #o- 

The phase difference for n-th transmit antenna is ipn — 2n((n- \)dT/\)sin9Q. For phase-modulated 

pulse compression waveforms, the corresponding pulse compression codes C'm = J2v~o Cm(< - prc) 

have to be applied to each receive antenna to implement the matched filter. The signal vector 

arrived at the n-th receive antenna could be given by 
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C'n = lC'Mc'Uc'Vl.ry-%C'Me [-1,0,1]; 

1.       -  p-Jfn\r'(0)r-(l)r'{2)       r'(P-l)l. 

K = \k1k2...kM}T 

(15) 

Having the transmit and receive matrix together, the MIMO radar channel model is given by M x M 

matrix 

H    = K[GHE] 

fci 

A-, 

\9\92---9M\ 

An      A]2 

A21      A22 A2A7 

(16) 

pj(*i-^i) y-^-i r(p)r'(p)     „;(02-^i) y-P-i /-(PJ/O'CP) pj(0A«-vi) yr-i Mv)r 

pj'(0]-V»M) V-P-l ^(P)^'(P)       pj(<t>1->PM) V-P-l  /-(P)/-' 

An      A12 

A21      A22 ^2A/ 

AMI   -V\/2   • • •   A A/A/ 

pj(0i-v2) s^r-\ r(p)r'(p)     j(4>2-v2) vp-' r'^r'W Pi(<t>M-f2) vp-] r(J,)r'' e Lp=0 °]    °2 e Z^p=0 °2    °2 ...     C LpO bA( °2 

Pj(<t>M-fM) vp_1 r,(p)r'(?,) 
e Z^p=0 °A/ L A/ 

Where L' is tlio channel matrix. 

It is easy to sec that if we select orthogonal pulse compression codes for transmit and receive 
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antennas, so it is satisfied that 

P-l 

Ec,".c"?,) = 
p=0 

Es   m = n 

0      m ^ n 

The H matrix turns to be 

H 
eJ(<t>i->P2)jr      ei(<S>?-<{7)E gj(*A/-V2)£ 

eJ{<Pl-V\l)]?        ej{<t>2-VM) }£ e](<t>M -flit) £ 

An      A]2 

A2]      A22 

-^IA; 

'^2A; 

XlMe^~^Es 

X2Mej^-'p^E3 

As a result, the signal vector received by the M1M0 radar is given by 

r = HS + n 

;i8) 

(19) 

where the additive white Gaussian noise vector n consists of i.i.d. zero-mean complex normal 

distributed random variables with variance l/SNR. The transmitted waveforms are normalized 

such that \s\2 = \/M. The normalizing factor ensures that the transmitted power is independent, 

of the number of transmit antennas. In this case that all antennas transmit, the same waveform. 

S = s/A/. 
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If receiver antenna uses a beamformer to steer towards direction #n, ipn = 27r((n - l)dT/\)sniOu. 

and a{8()) = 

beamformer is 

e-jv^g-ivt e-j*N and WQ) =    n(e'0);a(e'a)-...;n(e'0] The output of the 

y rp(6„) = HSP'(0a) + n 

\2ieil*t-n)Et8       X22e](,i"2~^)Ess        ...   \Ult^
{'*'"n) Eta 

(20) 

\MieJ^M-VM)E.s   XMieJWM-v^EsS •     \MMC3{4'M~'fM)EsS 

rJ^x      eJV2      . . .      e-JtM 

pJVi      PJf ,.JVI       ejfi e   JV„ Jv   , 

+ n 

Zi=1XMie^^-^+^Ess   Z"i^Mi^M~"'M+v')EsS   ...   T,•i*Mie
j{*M-VM+'fi'^E! 

+ 7? 

Processing the output of y, we obtain the diagonal of the output matrix y that y' = chag(y) and 

change it into a M x 1 vector y". The output of the beamformer at the receiver antenna is 

V   = 

££i Ane*»i-*«>£.« 

T.yiX*eH*7-**)E,8 

E"l^M<jl^~"N)EsS 

+ II (21) 
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Whore Es >> a2{ri). In MIMO radar for direction finding (DF) purpose, the transmit antennas 

are sufficiently separated, so the phase shifts at the transmitter arc set to zero. It is easy to sec that 

when 0 = 0. <pm = 2ir{d/\)sin6 = 0 and gm = \C(^)Cln)C^) ...C{^~l)]r. If the beamformer can 

well estimate the direction #o at the receiver antenna, in some other words. 9n = &Q and ipn = ip'n. 

We can get the result at the MIMO receiver antennas that 

.'/ 

[ M M M "> T 

Y^ ^nEss, ]P K2E3S, ...,y^ \MESS 
L? = l ? = 1 i=l 

+ n (22) 

We apply MSE to receiver antennas to estimate direction finding error. Similar to RAKE 

receiver, we can choose the path which has the best performance before estimate the phase shift 

error for of the target direction which could be called Selective Combining. 

4    Simulations and Analysis 

In this section, some results are provided using MATLAB simulations. Performance is parameter- 

ized by the number of transmitting antennas M. Since a pair of Optimized punctured ZCZP has 

been applied as the orthogonal pulse compression codes for transmit and receive antennas corre- 

spondingly, the number of receiving antennas has to be the same as the number of transmitting 

ones, which means N = M The transmit antennas are spaced sufficiently to achieve diversity. 

The target, fluctuating model in which the channel fluctuated according to a Rayleigh distribution 

is also considered in the simulation. Estimation MSE (mean square error) is used as the common 

figure of merit for comparing the performance of different systems of different number of transmit 

antennas in the simulation system 

We choose the path which provides the best performance before estimate MSE called Selective 

Combining method. The MIMO radar systems of 4 and 8 transmit antennas are analyzed and 

compared in Fig. 3. 
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Figure 3: MSE of beamforming at the receiver (select the best path before estimate) 

From the Fig. 3, it is easy to see that the 8-antenna system could always achieve about 2dB 

SNR gain comparing to the 4-antenna system if we select the path which has best performance 

for estimation. The MSE approaches zero, when the SNR value is larger than \2dD for 8-antenna 

system and \ldB for 4-antenna system. According to the above results, a general conclusion could 

be drawn that the more antennas MIMO radar system utilized the better performance could be 

obtained because of the diversity gain. 

5     Conclusions 

In this paper, we introduced the orthogonal pulse compression codes to the MIMO radar system 

which has the same number of transmit and receive antennas to improve the radar direction finding 

performance. We provided a set of new optimized triphase pulse compression codes, gave a specific 

example and analyzed the codes' properties. We presented and analyzed a generalized MIMO radar 

system model for our provided framework, in which Beamforming and estimate MSE are also used to 

find the direction of the target at receive part. Simulation results showed that significant diversity 
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gain could be obtained in MIMO radar system using orthogonal pulse compression codes. The 

MIMO radar system using more antennas outperformes the one having less antennas. The paper 

is only to introduce the basic concept of our newly provided MIMO radar system with orthogonal 

pulse compression codes to find the direction of fixed targets. In the subsequent work, we may 

consider the Doppler shift effect for moving targets and some complicate radar channel models for 

the new approach. 
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Abstract 

This paper presents new developed triphase code - punctured binary sequence-pair. The 

definitions and the autocorrelation properties of the proposed code are given Doppler shift 

performance is also investigated. The significant advantages of punctured binary sequence- 

pair over conventional pulse compression codes, such as the widely used Barker codes, are zero 

autocorrelation sidelobes and the longer length of the code which can be as long as 31 so far. 

Applying the codes in the radar target detection system simulation, punctured binary sequence- 

pair also outperforms other conventional pulse compression codes. Therefore, our proposed code 

can be used as good candidates for pulse compression code. 

Index Terms : triphase. phase coded waveform, radar system 

1     Introduction 

Pulse compression, which allows a radar to simultaneously achieve the energy of a long pulse and 

the resolution of a short pulse without the high peak power required by a high energy short duration 
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pulse [1], is generally used in modern radar system. The main purpose of this technique is to raise 

the signal to maximum sidelobe (signal-to-sidelobe) ratio to improve the target detection and range 

resolution abilities of the radar system. The range sidelobes are harmful because they can mask 

main peaks caused by small targets situated near large targets. The lower the sidelobes. relative 

to the mainlobe peak, the better the main peak can be distinguished. 

In the industrial world, pulse compression is one of the significant factors to determine the 

performance of high detection and high resolution radar. For example, a satellite-borne rain radar 

demands very stringent requirements on range sidelobe level of -60dB |2], a downward looking rain 

measuring radar requires a range sidelobe of 55dB under the mainlobe level [3] [4j. and the air 

traffic control system demands the sidelobe level lower -55dB [5]. 

There are two kinds of basic waveform designs suitable for pulse compression: frequency-codes, 

such as linear frequency modulation (LFM) codes [6] [7] and nonlinear frequency modulation 

codes(NLFM) (7] |8] [9]; phase-coded waveforms, such as binary phase codes and polyphase codes. 

For a phase-coded waveform, a long pulse of duration 7" is divided into jVsubpulseseach of width 7's. 

Each subpulse has a particular phase, which is selected in accordance with a given code sequence. 

And the pulse compression ratio equals to the number of subpulses N = T/Ts ~ BT. where the 

bandwidth is B ~ \/Ts. 

A common form of phase coding is binary phase coding, in which the phase of each subpulse 

is selected to be either 0 or 7r radians. Since the binary phase codes are easy to generate, they 

are widely used in modern radar system. However, when the selection of the phase is made ran- 

domly, the expected maximum sidelobe is only about 2/N of the peak of the compressed pulse. So 

completely random selection of the phase, is not a good idea, and the criterion for selecting the 

subpulse phases is that all the time-sidelobe of the compressed pulse should lie equal and as low 

as possible.  One family of binary phase code widely used nowadays that can produce compressed 



waveforms with constant sidelobe levels equal to unity is the Barker code. It has special features 

with which its sidelobe structure contains the minimum energy which is theoretically possible for 

binary codes, and the energy is uniformly distributed among the sidelobes (the sidelobe level of the 

Barker codes is l/N2 that of the peak signal) [10]. Unfortunately, the length TV of known binary 

and complex Barker codes is limited to 13 and 25, respectively [11], which may not be sufficient 

for the desired radar applications. In [12] [13] [14], polyphase codes, with better Doppler tolerance1 

and lower range sidelobes such as the Frank and Pi codes, the Butler-matrix derived P2 code and 

the linear-frequency derived P3 and P4 codes were intensively analyzed. However, the low range 

sidelobe of the polyphase codes can not reach the level zero either, what is more, the structure 

of polyphase codes is more complicated and is not easy to generate comparing with binary codes. 

Therefore, we propose and analyze a new kind of triphase code-punctured binary sequence-pair, 

whose sidelobe level is as low as zero and the longest length of which is 31 in this paper, and 

subsequently apply it to radar system. According to the simulation results, the new code can be a 

good alternative for the current used pulse compression codes in radar system. 

The rest of the paper is organized as following. Section 2 introduces the basic concept, and 

properties of our proposed code. In Section 3. an example of punctured binary sequence-pair is 

given and its properties are investigated. In Section 4, the performance of our proposed code is 

also simulated and analyzed in radar targets detection system. In Section 5, some conclusions are 

drawn about the punctured binary sequence-pair. 

2    Design of Punctured Binary Sequence-pair 

First of all. there are some relating definitions listed here. 

Definition 1 A sequence-pair (x, y) is made up of two /V-length sequences x = (.To, X\, • • • , xyv- ]) 

and y = (j/o, J/i, • • • ,VN-\), 



N-l 

Rxy(r) = Y, XiVu+T^N-.O <r<N-\ (1) 
j=0 

is called the periodic autocorrelation function of the sequence pair, while x = y. the sequence- 

pair {x,y) turns to be a one-sequence code. 

Definition 2 [15) Sequence y = (2/0,2/1, • • • , J/N-I) is the punctured sequence for 1= (xo,Xi, • • • , x/v_i), 

0     j £ p-punctured bits 
(2) 

3;j    J £ Non-punctured bits 

Where p is the number of punctured bits in sequence x. suppose x = [—1,1], y is p-punctured 

binary sequence. 2/ = [-1,0,1], (x, y) is called a punctured binary sequence-pair. It is easy to 

see that there are only three possible choices for the phase state, typically —7r,0 and n for the 

puncturede binary sequence-pair. The punctured binary sequence-pair can be referred as a new 

kind of triphase code. 

Definition 3 The periodic autocorrelation of punctured sequence-pair (x,y) is defined 

j=0 

When punctured sequence-pair has the following autocorrelation property 

E   T = 0 mod N 
y(r)=\ (3) 

0    otherwise 

it is called optimized punctured sequence-pair [15]. Here. E = J2j=o xiVi = N-p, is the energy 

of punctured sequence-pair. Then binary sequence-pair (x.y) is called a p-punctured sequence-pair 

The energy efficiency of the sequence-pair is defined as 



11=N=~N (4) 

Definition 4 The balance of the sequence x is defined as /= ^Zj=o xj = np ~ nn- while np,nn 

are the number of' + 1' and ' — 1' in x separately. 

Theorem 1 Mapping property, if x\(i) = x(—i),yiu) = y( — i).then sequence-pair (x\,y\) is 

optimized punctured binary sequence-pair. 

Theorem 2 Opposite to element symbol property, if x\(i) = -x(i),y\ (i) = — y(i).then se(|uence- 

pair (x].,vi) is optimized punctured binary sequence-pair. 

Theorem 3 Cyclic shift property, if x\{i) = —x(i + u),y\(i) = -y(i + t*),then sequence-pair 

(:Ei,2/l) is optimized punctured binary sequence-pair. 

Theorem 4 Periodically sampling property, if x\(i) = -x(ki),y\(i) = -y(ki),k and TV are 

relatively prime, then sequence-pair [x\,y\) is optimized punctured binary sequence-pair. 

In [15], the optimized punctured binary sequence-pairs of length from 3 to 31 are presented in 

the Table 1. 

3    Properties 

3.1     Autocorrelation Properties 

The autocorrelation function is one of the most important properties that represents the compressed 

pulse in an ideal pulse compression system, because it is proportional to the matched filter response 

in the noise-free condition. As presented in the equation (4) in the last section, the periodic 

autocorrelation function of the punctured binary sequence-pair is 



N-] 

"•xy\T) =  Z^ xjy{] + T)modN ~  *< 
j=0 

E   T = 0 mod N 

0     otherwise 

EXAMPLE 1 

The autocorrelation property of 13-length punctured binary sequence pair(j\?/), (x = (+ + + - 

+ + - - + + -) and y = (+0 + 0 + +0000 + +0)), and that of 31-length punctured binary 

sequence-pair(T.y), (x =(+ + + + -        - + - + -+ + + - - + -    - + -    -++ + -- + + -) 

and y =(+ + + + 000 +0 + 0+ + + 0000 + 00 4 00 + + + 0 + +0)) {'+'f or'I'and' -' for' - i')are 

shown in the Figs.l and 2. 

It is known that a suitable criterion for evaluating code of length AJ is the peak signal to peak 

signal sidelobe ratio (PSR) of their aperiodic autocorrelation function, which can be bounded by 

[16] 

[PSR\dB < 20logN = \PSRmax\dB (5) 

The only uniform phase codes that can reach the PSR,naT are the Barker codes whose length is 

equal or less than 13. However, the sidelobe of the new code in both Figs.l and 2 can be as low 

as 0. In some other words, the peak signal to peak signal sidelobe can be as large as infinite. In 

addition, it is also obvious that the length of the new code can expend to 31 that is much longer 

than the length of the Barker code. 

3.2    Ambiguity Function 

When the transmitted impulse is reflected by a moving target, the reflected echo signal includes a 

linear phase shift which corresponds to a Doppler shift /j [17]. As a result of the Doppler shift /,/. 

the main peak of the autocorrelation function is reduced: 



,   , |n   X(s)x'(s)ds 
\d]dB = lOlog      j0    V   ; ' (6) 

In addition, the SNR degraded and the sidelobe structure is changed because of the Doppler shift. 

The ambiguity function which is usually used to analyze the radar performance of Doppler shift 

and time delay can be found in   [17) 

/v 

x(s)^F°sx*{s-t)ds = A{t,FD) 
(X1 

(7' 

where / is the time delay and Fp is the Doppler shift. 

An equivalent definition can be given in terms of the signal spectrum by applying basic Fourier 

transform properties 

A{t, FD) = ^ X'(F)X(F - FD)c^FidF (8) 
J — no 

The ambiguity function is defined as the magnitude of A(t,Fo) [17] 

A(t.FD) = \A(t.Fp)\ (9) 

However, we focus on the sequence-pair in this paper, so the transmitting code and the receiving 

rode are not the same. The ambiguity function can be obtained as following: 

/oo 

x{8)e>2*FD'y'[a-t)da (10) 
-oo 

/oo 

X*(F)Y(F~Fpy
2"F<dF 

-oc 
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The ambiguity function is defined as the magnitude of Apair(t, Fp) 

Apair(t,FD) = \Apair(t.FD)\ (12) 



Since the periodic correlation is used instead of aperiodic correlation in this paper.     The 

Apairit, FQ) in one period of length NTS can be expressed as 

ApmT(t.FD) = | / x(s)y'(s + (NTS - t)) 

eW*>-Ds)ds+   / x(s)y'(s-t) 

EXAMPLE 2 

Ambiguity functions of the punctured binary sequence-pair within length of 13 and 31 used in the 

last section are simulated, where maximal time delay is 1 unit (normalized to length of the code, in 

units of NTS) and maximal Doppler shift is 5 units (normalized to the inverse of the length of the 

code, in units of l/NTs). The ambiguity functions of 13-length long Barker code and 31-length long 

P4 code are presented in Figs.2 and 3 in order to compare with the punctured binary sequence-pairs 

of the same length. 

Figs.2 and 3 show that the sidelobe improvement of the punctured binary sequence-pair is 

obvious comparing with those of Barker code and P4 code when there is no Doppler shift. The 

sidelobe of punctured binary sequence-pair can reach as low as zero. Nevertheless, when there are 

Doppler shift and time delay, the ambiguity functions of punctured binary sequence-pair is not as 

flat as those of Barker code or P4 code. In some other words, punctured binary sequence-pair is. 

to some extent, less tolerant of Doppler shifts than P4 code. One of the reasons why the proposed 

code is not tolerant of large Doppler shift, is that periodic correlation property is used for punctured 

binary sequence-pair instead of the aperiodic correlation property which is used for the other two 

codes. However, comparing with P4 code, punctured binary sequence-pair made up of only three 

different phases, is more simple and easy to obtain in the industrial world. 



3.3    Doppler Shift Performance without Time Delay 

The ambiguity function can be simplified when there is no time delay: 

'NT, 
Apair(0,FD) = \ x(S)y'(s)e^F^ds\ (14) 

Jo 

However, in Figs. 2 and 3. it is not obvious to see the Doppler shift performance of punctured 

binary sequence-pair and the other two codes when there is no time delay. The Doppler shift 

performance without time delay is presented in Figs.4 and 5. 

Without time delay, while the Doppler shift is less than 1 unit (normalized to length of the 

code, in units of NTS). punctured binary sequence-pair has the similar performance of Barker and 

P4 code that the amplitude has a sharp downward trend. Furthermore, amplitude of punctured 

binary sequence-pair decreases more quickly than amplitude of the other two codes. However, 

when the Doppler shift is larger than 1 unit (normalized to length of the code, in units of NTS), 

the performances of these codes are distinguished. On one hand, the trend presented by punctured 

binary sequence-pair is not as regular as the other two kinds of code when the Doppler shift is 

larger than 1. On the other hand, for Barker and P4 code, when Doppler frequencies equal to 

multiples of the pulse repetition frequency {PRF = l/PRI — l/Ts) the ambiguity value turns 

to be zero. Because of these zeros, such multiples of the pulse repetition frequency will render 

the radar blind [1] to their velocities. Nevertheless, referring to punctured binary sequence-pair, 

ambiguity values do not go to zero when Doppler frequencies are equal to multiples of the PRF. 

Therefore, using the punctured binary sequence-pair as the compression code could, to some extent, 

improve the blind speed problem in moving target detection system. 



4    Application to Radar System 

According to [17]. the following probabilities are of most interest in the Radar system. 

1. Probability of Detection, PQ: The probability that a target is declared when a target, is in fact 

present. 

2. Probability of False Alarm. PFA- The probability that a target is declared when a target is in 

fact not present. 

3. Probability of Miss. PM: The probability that a target is not declared when a target, is in fact 

present. 

Note that PM = 1 — PQ, thus, PQ and PFA suffice to specify all of the probabilities of interest 

in radar system. The above three probabilities of the newly provided thiphase code punctured 

binary sequence-pairs in radar system are simulated using Matlab. as shown in Figs. 6 anil 7. In 

addition, the performance of the 13-length Barker code and 31-length P4 code are provided in order 

to compare with the performance of punctured binary sequence-pairs of corresponding lengths. In 

the simulation model, we ran Monte-Carlo simulation for 105 times at each SNR value, the Doppler 

shift frequency which is kept less than 1 unit (normalized to the inverse of the length of the code, 

in units of 1/A'7'S) is randomly determined by Matlab. and the time delay is assumed to be zero. 

We use threshold detection in coherent system and the threshold is adaptively determined in the 

simulation. 

In Fig. 6(a). we plotted the miss detection probabilities Pm of 13-length punctured binary 

sequence-pair and the same length Baker code. Observe Fig. 6(a), the miss detection probability 

PM of the system using 13-length punctured binary sequence-pair is lower than 13-length Barker 

code especially when the SNR is not large. It is in accordance with the result shown in Fig. 4 

that when Doppler shift is kept less than 1 and the time delay is zero, the amplitude of punctured 

binary sequence-pair falls more sharply than Barker code. In Fig. 6(b), we plotted the miss targets 
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detection probabilities of 31-length punctured binary sequence-pair and those of the same length 

P4 code. The miss targets detection probability of the system using 31-length punctured binary 

sequence-pair is less than 31-length P4 code especially when the SNR is not large. When SNR 

is larger than 17 (IB. both probabilities of miss targets detection of the system approach zero. 

However, the probability of miss targets of P4 code is lower than punctured binary sequence-pair. 

Comparing both Figs.6(a) and 6(b). longer punctured code performs better especially when the 

SNR is not very large. 

In addition, we also plotted the probability of detection versus probability of false alarm of the 

coherent receiver in Fig. 7. 

Fig 7(a) illustrates performance of 13-length punctured binary sequence-pair and the same 

length Baker code when the SNR is lOdB and 14dB. Having the same SNR value such as lOdB 

or 14dB in the figure, the PD of 13-length punctured binary sequence-pair is larger than Pp of 

13-length Barker code while the PPA of the first code is also smaller than PFA of the latter code. 

In some other words. 13-length punctured binary sequence-pair has much higher target detection 

probability while keeping a lower false alarm probability. Furthermore, observe Fig. 7(a), 13- 

length punctured binary sequence-pair even has much better performance at lOdB SNR value than 

13-length Barker code at 14dB SNR value. Similarly. Fig. 7(b) shows that the performance of 31- 

length punctured binary sequence-pair is much better than the P4 code of same length. According 

to the above results, it is easy to see that our newly provided punctured binary sequence-pair is 

very promising to be an alternative pulse compression code in the Radar system. 

5     Conclusion 

A new triphase code—punctured binary sequence-pair and its properties have been investigated in 

this paper. The significant advantage of the new triphase code over conventional pha.se compression 
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code is the considerably reduced sidelobe as low as zero and correspondingly the significantly im- 

proved PSR of the autocorrelation function. In addition, the length of punctured binary sequence- 

pair known can be as long as 31. The disadvantage of the new sequence-pair is that it is not so 

tolerant of Doppler shift when the Doppler shift is larger than 1. We also apply the punctured 

binary sequence-pair to the target detection simulation in the radar system. According to the 

simulation results, it is easy to observe that 13-length punctured binary sequence-pair has better 

performance than 13-length Barker code. Similarly, the 31-length punctured binary sequence-pair 

performs better than 31-length P4 code when the Doppler shift is kept less than 1 unit (normalized 

to the inverse of the length of the code, in units of \/NTs) in the radar target detection system. 

According to the results presented above, the general conclusion could be made that the punc- 

tured binary sequence-pair, which has much longer code length and better autocorrelation sidelobe 

property than the biphase code such as Barker code, and simpler structure than those polyphase 

codes such as P4 code, effectively increases the variety of candidates for pulse compression codes 

especially for long code. 
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Table 1: Optimum Punctured Binary Sequence-painOne 

Length Sequence 

(octet) 
Punctured positions Energy 

Efficiency (%) 

3 6 3 66.67 

5 32 345 40.00 

5 34 24 5 40.00 

7 162 4 5 7 57.14 

7 164 467 57014 

9 652 1234567 22.22 

9 760 12 3 4 6 78 22.22 

11 3426 4 568 11 54.54 

11 3550 4 79 10 11 54.54 

12 7426 1 67 12 66.67 

12 7550 4 5 10 11 66.67 

12 7624 369 12 66.67 

13 16606 2 4 789 10 13 46.15 
13 17124 5 6 8 9 10 12 13 46.15 

15 74232 5 6 7 9 10 13 15 53.33 

15 75310 6 7 10 11 13 14 15 53.33 
17 351134 4 6 7 8 9 10 12 16 17 47.06 

17 372142 3 68 9 10 13 14 15 17 47.06 

19 1715412 5 6 9 12 13 14 15 17 19 52.63 

19 1724154 5 79 10 11 12 15 18 19 52.63 

20 3433330 2 5 6 7 8 9 12 15 16 17 

18 19 

40.00 

20 3610556 1 6 7 8 9 10 11 16 17 18 
19 20 

40.00 

21 7405316 2 5 6 7 8 9 11 13 14 16 
17 20 21 

38.10 

21 7563240 3569 10 12 13 15 17 
18 19 20 21 

38.10 

23 37024632 6 7 8 9 11 13 14 17 18 
21 23 

52.17 

15 



Table 2: Optimum Punctured Binary Sequence-pair:Two 

Length Sequence 
(octet) 

Punctured positions Energy 
Efficiency (%) 

23 37263120 6 8 11 12 15 16 18 20 21 

22 23 

52.17 

28 1702164566 4 56 7 10 11 18 19 20 21 
24 25 

57.14 

28 1734164226 4 5 8 9 10 11 18 19 22 23 
24 25 

57.14 

28 1702164566 4 56 7 10 11 18 19 20 21 
24 25 

57.14 

28 1734164226 4 5 8 9 10 11 18 19 22 23 
24 25 

57.14 

28 1740465534 4 6 7 9 10 13 18 20 21 23 
24 27 

57.14 

29 3556415302 4 7 11 13 14 15 16 19 20 

21 24 25 26 27 29 

48.28 

29 3642213634 5 78 9 11 12 14 15 16 18 
23 24 26 28 29 

48.28 

31 17053411166 5 6 7 9 11 15 16 17 18 20 
21 23 24 28 31 

51.61 

31 17464412730 6 7 10 12 13 15 16 17 
18 20 22 26 29 30 31 

51.61 

16 



List of Figures 

1 Periodic autocorrelation property of punctured binary sequence-pair: (a) 13 length 

code (b) 31 length code     17 

2 Ambiguity function of 13-length codes: (a) Punctured binary sequence-pair (b) 

Barker code     18 

3 Ambiguity function of 31-length codes: (a) Punctured binary sequence-pair (b) P4 

code     19 

4 Doppler shift of 13-length codes(time delay=0): (a) Punctured binary sequence-pair 

(b) Barker code     20 

5 Doppler shift of 31-length codes(time delay=0): (a) Punctured binary sequence-pair 

(b) P4 code     21 

6 Probability of miss targets detection (No time delay, Doppler shift less than 1): (a) 

13-length Punctured binary sequence-pair VS. 13-length Barker code(b) 31-length 

Punctured binary sequence-pair VS. 31-length P4 code          22 

7 Probability of detection versus probability of false alarm of the coherent receiver(No 

time delay. Doppler shift less than 1): (a) 13-length Punctured binary sequence- 

pair VS. 13-length Barker code(b) 31-length Punctured binary sequence-pair VS. 

31-length P4 code     23 

List of Figures :  1 



0 9 

£   07 

\q 05' 

I 
N 

O 
Z   02 

O   08 

>-06 

.g 05 

•   03 

O 
Z   02 

Delayr/7 

-30 -20 -10 0 10 20 

Delayxlt 

(b) 

Figure 1: Periodic autocorrelation property of punctured binary sequence-pair: (a) 13 length code 
(h) 31 length code 

17 



Delay xlt '    Dopper shift v 'Mt 

(a) 

Delay T/( 

(b) 

Figure 2: Ambiguity function of 13-length codes:  (a) Punctured binary secjiience-pair (b) Barker 
code 



Dopper shift v 'Ml 

(a) 

Delay i/f 

(b) 

Figure 3: Ambiguity function of 31-length codes: (a) Punctured binary sequence-pair (b) P4 code 

19 



o 
II 

u 
»'• 

u 
2- 0 6 

3 
tn 
n 05 

F 
ig 

0 4 
a> 
M TO (1,1 

1= 
0 
z 02 

01 

0 

09'        k 

v_y 

v 

Dopper shift v 'Ml 

(a) 

II 
t-' , 
3 or . 
D 
U 
£.06 

3 
Dl 

2   0 5 ' 
I 
(D * 

T3   °« 
01 
N 
ro oj ; 
i o 
Z    02 

01 

0 
15 2 25 3 

Dopper shift v 'Mt 

s~s 

(b) 

Figure 4: Doppler shift of 13-length codes(time delay=0): (a) Punctured binary sequence-pair (b) 
Barker rode 

20 



09. 

oo.j 

5   07. 

u 
>. 06. 

I 
5   05' 
E 
10 

-•   04. 
0) .s 
n  03 

O 
Z  02 

III 

ss 

15 2 25 3 

Dopper shift v 'Ml 

/-"N. 

D8 

O   08' 
II 

£   07 

U 
>. 06' 

1 
2   05; 

I 

<5 03 

i V 
3 35 

Dopper shift v 'AVW 

(b) 

Figure 5: Doppler shift of 31-length codes(time delay=0): (a) Punctured binary sequence-pair (b) 
P4 code 

21 



i 
16 1? 

SNR/dB 

(b) 

Figure 6: Probability of miss targets detection (No time delay. Doppler shift less than 1): (a) 13- 
length Punctured binary sequence-pair VS. 13-length Barker code(b) 31-length Punctured binary 
sequence-pair VS. 31-length P4 code 

22 



._ 

0 96 

"O 
Q-   094' 
c 
g 
!u   0 92 
s 
Q 
•5   °9 

> 
|   088- 

to n 
2   086 

1 

0 98 

0 96 

"O 
°-.   0 94 
C 
o 
o)   0 92 

oi 
D 
•5   °9 

14 dB-Punctured 
10dB-Punctured 
KdB-Barkei 
10dB-Barter 

-3 -28 -26 -24 -2 2 -2 -16 -16 -14 -\ 7 

Probability of False Alarm (Base 10 logarithm of Pfa) 

(a) 

•      14dB- Punctured 
12d6-Punctured 
14dB-P4 
I2d8-P4 

3 -2 8 -2 6 -2 4 -2 2 -2 -18 -16 -Ir 

Probability of False Alarm (Base 10 logarithm of Pfa) 

(b) 

Figure 7: Probability of detection versus probability of false alarm of the coherent. receiver(No 
time delay, Doppler shift less than 1): (a) 13-length Punctured binary sequence-pair VS. 13-length 
Barker code(b) 31-length Punctured binary sequence-pair VS. 31-length P4 code 

23 



Optimized Punctured ZCZ Sequence-pair Set: Design, Analysis and 

Application to Radar System 

Lei Xu and Qilian Liang. Senior Member, IEEE 

Department of Electrical Engineering 

University of Texas at Arlington 

Arlington. TX 76010-0016 USA 

Email: xu@wcn.nta.edu, liang@uta.edu 

Abstract 

Based on the zero correlation zone (ZCZ) concept, in this paper we present the definition 

and properties of a set of new triphase coded waveforms ZCZ sequence-pair set (ZCZPS) and 

propose a method to use the optimized punctured sequence-pair along with lladamard matrix in 

the zero correlation zone in order to construct the optimized punctured ZCZ sequence-pair set 

(optimized punctured ZCZPS) According to property analysis, the optimized punctured ZCZPS 

has good autocorrelation and cross correlation properties when Doppler shift, is not large. We 

apply it to radar target detection. The simulation results show that optimized punctured ZCZ 

sequence-pairs (optimized punctured ZCZPs) outperform other conventional pulse compression 

codes, such as the well known polyphase code-P4 code. 

Index Terms : triphase. zero correlation zone, optimized punctured ZCZ sequence-pair, phase 

coded waveform 



1     Introduction 

Pulse compression, known as a technique to raise the signal to maximum sidelobe (signal-to- 

sidelobe) ratio to improve the target detection and range resolution abilities of the radar system, 

allows a radar to simultaneously achieve the energy of a long pulse and the resolution of a short 

pulse without the high peak power which is required by a high energy short duration pulse [1]. One 

of the waveform designs suitable for pulse compression is phase-coded waveform design that a long 

pulse of duration T is divided into N subpulses each of width Ts. Each subpulse has a particular 

phase, which is selected in accordance with a given code sequence. The pulse compression ratio 

equals the number of subpulses N = T/Ts = BT, where the bandwidth is B = \/Ts. In general, a 

phase-coded waveform with longer code word, in some other words, higher pulse compression ratio, 

can have lower sidelobe of autocorrelation, relative to the mainlobe peak, so its main peak can be 

better distinguished. The relative lower sidelobe of autocorrelation is very important since range 

sidelobe are so harmful that they can mask main peaks caused by small targets situated near large 

targets. In addition, the cross-correlation property of the pulse compression codes should be con- 

sidered in order to reduce the interference among radars when we choose a set of pulse compression 

codes, because in the real world, a radar may not work alone, such as in the RSN (Radar Sensor 

Network). 

Much time and effort was put for designing sequences with good autocorrelation and cross 

correlation properties for radar target ranging and target detection. However, it is known that 

for most binary sequences of length N(N > 13) the attainable sidelobe levels are approximately 

\fN |2] (3j and the mutual cross correlation peaks of sequences of the same length are much larger 

and are usually in the order of 2y/{N) to 'iy/[N). Set of binary sequences of length A' with 

autocorrelation sidelobes and cross-correlation peak values both of approximately \/\N) are only 

achieved  in paper (4).    In addition to binary sequences,  polyphase codes, with better Doppler 



tolerance and lower range sidelobes such as the Frank and PI codes, the Butler-matrix derived 

P2 code, the linear-frequency derived P3 and P4 codes were provided and intensively analyzed 

in |5] [6] (7j. Nevertheless, the range sidelobe of the polyphase codes can not be as low as zero 

either. The structure of polyphase codes is more complicated and is not easy to generate comparing 

with binary codes. 

Therefore, based on zero-correlation zone (ZCZ) [8] concept, we propose triphase coded waveforms 

ZCZ sequence-pair set. which can reach zero autocorrelation sidelobe during zero correlation zone 

and zero mutual cross correlation peaks during the whole period. We also propose and analyze a 

method that optimized punctured sequence-pair together with Hadamard matrix are used in the 

zero correlation zone to construct the triphase coded waveform-optimized punctured ZCZ sequence- 

pair set called (optimized punctured ZCZPS) and subsequently apply it to radar detection system. 

For the performance evaluation of the proposed triphase coded waveform, an example is presented, 

investigated and studied in the radar targets detection simulation system. Because of the out- 

standing property performance and well target detection performance in simulation system, our 

proposed new codes can be useful candidate for pulse compression application. 

The rest of the paper is organized as follows. Section 2 introduces the definition and properties 

of ZCZPS. In Section 3. the optimized punctured ZCZPS is introduced, and a method using opti- 

mized punctured sequence-pair and Hadamard matrix to construct ZCZPS is given and proved. In 

Section 4, the properties and ambiguity function of optimized punctured ZCZPS are simulated and 

analyzed. The performance of optimized punctured ZCZPS is investigated in radar targets detec- 

tion simulation system comparing with P4 code. In Section 6, conclusions are drawn on optimized 

punctured ZCZPS. 



2    The Definition and Properties of ZCZ Sequence-pair Set 

Zero correlation zone is a new concept provided by Fan et.al [8] [9] [10] in which the autocorrelation 

and cross correlation sidelobes are zero while the time delay is kept within the value T instead of 

the whole period of time domain. 

We consider ZCZPS(X, V), X to be a set of K sequences of length N and Y to be a set of A 

sequences of the same length N: 

x{p] e X   p= 0.1.2 A' - 1 (1) 

j/M € Y    9 = 0.1,2 A-l (2) 

The autocorrelation function for sequence-pair {xp. yp) is defined by: 

N-l 

R^yiAr) = £ xlp)y{:i'T)modN-0 <r<N-l (3) 
t=0 

The cross correlation function for sequence-pair (xp.yp) and (xq,yq),p ^ q is defined by: 

AT-] 

ClWyM(r) = Z ^ir)modN^ <r<N~l (4) 
i=0 

<W>(T) = X: xf)y^r)madNl0< T<N-1 (5) 

For pulse compression sequences, some properties are of particular concern in the optimization 

for any design in engineering field. They are the peak sidelobe level, the energy of autocorrelation 

sidelobes and the energy of their mutual cross correlation (4). Therefore, the peak sidelobe level 

which represents a source of mutual interference and obscures weaker targets can be presented as 

maxft \RTpy''{T)\,T £ Zo(zero correlation zone) for ZCZPS. Another optimization criterion for the 

set of sequence-pair is the energy of autocorrelation sidelobes joined together with the energy of cross 

correlation.  By minimizing the energy, it can be distributed evenly, and the peak autocorrelation 



level can be minimized as well [4]. Here, the energy of ZCZPS can be employed as: 

K-\ Z0 K-1K-1N-1 
E = K4)}WW +EEE Cxip)ylq)(r) (6) 

p=0 T=1 p=0   <J = 0   T=0 

(P * <?) 

According to (6). it is obvious to see that the energy can be kept low while minimizing the auto- 

correlation and cross correlation of the sequence-pair set. 

Then, the ZCZPS can be constructed to minimize the autocorrelation and cross correlation of 

the sequence-pair set and the definition of ZCZPS can be expressed: 

Definition 2-1 Assume(x!j , y[; ) to be sequence-pair set of length N and number of sequence-pair 

A', where p — 1. 2,3..... N - l,i = 0,1, 2,..., A'- 1, if all the sequences in the set satisfy the following 

equation: 

R       (T\ _ y^ Twji)' - V v(p)x(q)' 
1=0 t=0 

A A',    for r = O.p = q 

0.       forT = 0,p^q (7) 

0,        for 0 < \T\ < Z0 

= < 

where 0 < A < 1, then (x!;   , y\f ) is called a ZCZ sequence-pair, ZCZP(N. K. ZQ) is an abbrevia- 

tion, and (X. Y) is called a ZCZ sequence-pair set, ZCZPS(N, K, ZQ) is an abbreviation. 

3     Optimized Punctured ZCZ Sequence-pair Set 

3.1     Definition of Optimized Punctured ZCZ Sequence-pair Set 

Matsufuji and Torii have provided some methods of constructing ZCZ sequences in [11] [12].   In 

this section, we apply optimized punctured sequence-pair   [13] in zero correlation zone to construct 



our newly provided triphase coded waveform-optimized punctured ZCZPS. In some other words. 

optimized punctured ZCZPS is a specific kind of ZCZPS. 

Definition 3-1 [13] Sequence u = (i/o,U],...,u;v-i) is the punctured sequence for v = (t'o, v\,..., ?;^v -1), 

0.     if j e p punctured bits 
(8) 

Vj.    if j € Non-punctured bits 

Where p is the number of punctured bits in sequence w, suppose v3 = (—1,1), u is p-punctured 

binary sequence, (u, v) is called a punctured binary sequence-pair. 

Theorem 3-1 [13] The autocorrelation of punctured sequence-pair {u.v) is defined 

N-l 

RUV{T) = ]T] u,v{l+T)modN,0 < T < N- 1 (9) 
i (i 

If the punctured sequence-pair has the following autocorrelation property: 

RUV(T)= { 
E,   if T = OmodJV 

(10) 

0,     others 

the punctured sequence-pair is called optimized punctured sequence-pair    [13].    Where,  E  = 

Hi=o wi"(i+T)mod/v = N - p. is the energy of punctured sequence-pair. 

If (xj   , y\   ) in Definition 2-1 is constructed by optimized punctured sequence-pair and a certain 

matrix, such as Hadamard matrix or an orthogonal matrix, where 

.r,tp) e (-1,1),    i = 0,1,2, ...,7V-1 

y\q) e (-1,0,1),   i = 0,l,2 TV - 1 

N-1 N-l 

nx(P)y(i)V ) - /_,    <    y(x+T)modN ~ Z^ »«    X(1+T)modA' 
i=0 t=0 

A7V,    for T = 0,p = q 

0,        for r = 0,p^ </ (1]) 

0.        for 0 < |-7-| < ZQ 

where 0 < A < 1, then (x\   ,y\   ) can be called optimized punctured ZCZ sequence-pair set. 



3.2     Design for Optimized Punctured ZCZ Sequence-pair Set 

Based on odd length optimized punctured binary sequence pairs and a Hadamard matrix, an 

optimized punctured ZCZPS can be constructed on following steps: 

Step 1: Considering an odd length optimized punctured binary sequence-pair (u. v). the length 

of each sequence is N\ 

u - u0. U], ...,iWi-lit*i g (-1,1), 

v = Mo,Vi,».,tWi-iiVi 6 (-1,0,1), 

i = 0,1,2, ...,JV] - 1,7V] odd 

Step 2: Consider Walsh sequences set B. the length of the sequence is 7V2 which is equal to the 

number of the sequences. In some other words, a Hadamard matrix of order 7V2 is considered. 

B = {b°,b\...,bN2-1), 

6* = (^,65,..., 6^.,), 

{yv2.   \ii = j 

0.       if i / j 

Step 3:  Doing bit-multiplication on the optimized punctured binary sequence-pair and each 

line of Walsh sequences set B(Hadamard matrix), then sequence-pair set {X, Y) is obtained, 

&' = (&j,,&t,...A2-i),i = 0,] 7V2-1. 

x) = UjmodN^imodN^O < I < N2 - 1. 0 < j < TV - 1. 

X = (x°:x
l x^"1). 

y) = vJmodNlb)modN2.0 <i<N2-hO<j<N-l, 

Y = (y°,yi /'-') 



Where GCD(N\, N2) = 1, common divisor of N\ and N2 is 1, N = Ni * N2. The sequence-pair 

set [X,Y) is optimized punctured ZCZPS and N] - 1 is the zero correlation zone ZQ. The length 

of each sequence in optimized punctured ZCZPS is N = N\ * N2 that depends on the product of 

length of optimized punctured sequence-pair and the length of Walsh sequence in Hadamard matrix. 

The number of sequence-pair in optimized punctured ZCZPS rests on the order of the Hadamard 

matrix. The sequence x' in sequence set X and the corresponding sequence ?/ in sequence set Y 

construct a sequence-pair (I'.J/
1
) that can be used as a pulse compression code. 

The correlation property of the sequence-pair in optimized punctured ZCZPS is: 

Ri'yA7)    =    RX3^(T) = Ruv(TTnodNi)Rb,bj(TmodN2) 

R^iTmodN^ )Rl>]b, (TmodN2) 

EN2.    \{T = Q.i=j 

0, if0< \T\ < TV, - l.i = j (12) 

0, if i ± j 

where ;V]      1 is the zero correlation zone ZQ. 

Proof: 

1) When 1' = j, 

r = 0, 

Ruv(0) = E,Rbibi(0) = N2, 

RjytiO) = RwWRwlO) = EN2\ 

0<|T|</V,-1, 

Ruv(r) = 0. 

/?:r, J(T) = Ruv(TmodNi)Rb,bJ(TmodN2) = 0: 



2) When i •£ j. 

T = 0, 

fl6iW(0) = 0, 

/?T,yJ(0)   =   /?T;y,(0) 

= Ruv(TmodNi)Rb,b}{TmodN2) = 0; 

0<|T|<7V,-1. 

fluv(r) = 0, 

= Ru„(rmorfAri)JR6,^(rmorfyV2) = 0. 

According to Definition 2-1. the sequence-pair set constructed by the above method is ZCZPS. 

4    Properties of Optimized Punctured ZCZ Sequence-pair set 

Considering the optimized punctured ZCZPS that is constructed by the method mentioned in 

the last part, the autocorrelation and cross correlation properties can be simulated and analyzed 

with Matlab.   For example, the optimized punctured ZCZPS {X,Y) is constructed by 31-length 

optimized punctured binary sequence-pair (u, v),u — [+ + + H 1 1 h + H 1— 

- + - - + + + -+ + -],«= [+ + + + 000 + 0 + 0 + + + 0000 + 00 + 00 + + + 0 + +0] (using '+' 

and '-' symbols for '1' and ' - 1') and Hadamard matrix H of order 4. We follow the three steps 

presented in Section B to construct the 124-length optimized punctured ZCZPS. The number of 

sequence-pairs here is 4, and the length of each sequence is 31 * 4 = 124. The first row of each 

matrix X = [ij;i2;i3;i4] and Y = [j/i: 2/2; 2/3- J/4] constitute a certain optimized punctured ZCZP 

(.V]. \)\). Similarly, the second row of each matrix X and Y constitute another optimized punctured 



ZCZ sequence-pair (x2- yi) and so on. 

xj    =    [+ + + + +-+-+++ +--+--+++-++-++++ + 

-+-+++ + +--+++-++-++++ +-+-+++- 

-+--+--+++-++-++++ +-+-+++ +-+-++-+ 

-+ + + + - + + + -+], 

y,    =    |+ + + + 000 + 0 + 0 + + + 0000 + 00 + 00 + + + 0 + +0+ + + +000 + 0 + 0 + + + 000 

0 + 00 + 00 + + + 0 + +0 + + + +000 + 0 + 0 + + + 0000 + 00 + 00+ + + 0++0+ + + 

+000 + 0 + 0 + + + 0000 + 00 + 00++ + 0+ +0); 

X->      =      [+- + -- + + -- + - + + + + + -+ + + h- + + -+ + 

+ + + -+ + - + + + + -- + 1- + + - + -- + -- + h- 

+ + + + + - + + + + - + + - + + + + + + - + + - + + + + — 

+ ++j, 

i/2 = [+ - + - ooo - 0 - 0 - + - 0000 + 00-00+-+0+-0- + - +000 + 0 + 0 + - + 00 

00 - 00 + 00 - + - 0 - +0 + - + -000 - 0 - 0 - + - 0000 -f 00 - +00 + - + +0 + - + 

0 - + + - + +000 + 0 + 0 + - + 0000 - 00 + 00 - + - 0 - +0j. 

Optimized punctured ZCZ sequence-pairs (xi,y\) and (X2.J/2) are simulated and investigated in 

the following parts. 

4.1     Autocorrelation and Cross Correlation Properties 

The autocorrelation property and cross correlation property of 124-length optimized punctured 

ZCZ sequence pair set (X. Y) are shown in Figs. 1 and 2. 

r-Yom the Figs.  1 and 2. the sidelobe of autocorrelation of ZCZPS can be as low as 0 when the 
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time delay is kept within ZQ = A'i = 31 (zero correlation zone) and the cross correlation value is 

kept as low as 0 during the whole time domain. 

It is known that a suitable criterion for evaluating code of length N is the ratio of the peak 

signal divided by the peak signal sidelobe (PSR) of their autocorrelation function, which can be 

bounded by |14] 

\PSR]dB < 20logN = [PSRntu]dB (13) 

The only uniform phase codes that can reach the PSRnjax ai'° the Barker codes whose length is 

equal or less than 13. The sidelobe of the new code shown in Fig. 1 can be as low as 0. and the 

peak signal divided by the peak signal sidelobe can be as large as infinite. Besides, the length of 

the new code is various and much longer than the length of the Barker code. 

4.2     Ambiguity Function 

When the transmitted impulse is reflected by a moving target, the reflected echo signal includes a 

lineai phase shift which corresponds to a Doppler shift fd [14]. As a result of the Doppler shift. /,/. 

the main peak of the autocorrelation function is reduced. At the same time, the SNR degradation 

occures ;is following: 

, , L x(s)x'(s)ds 
\AdB = lOlog       \\'   y (14) 

In addition, the sidelobe structure is changed because of the Doppler shift. 

The ambiguity function which is usually used to analyze the radar performance within Doppler 

shift can be found in   [14] shown as following: 

/CXI 

x(s)ej2n,'DSx'(s' t)ds = A(t,F 
-oo 

y(t. FD) =   /      x(.s)e^7rr°sx'{s - t)ds = A(t. FD) (15) 
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where t is the time delay and FQ is the Doppler shift. 

An equivalent definition can be given in terms of the signal spectrum by applying basic Fourier 

transform properties 

A(t,FD) =  I    X*{F)X{F-FD)ei2l,FldF (16) 
J -oo 

The ambiguity function is defined as the magnitude of A(t,Fo) [14] as following: 

A(t,FD)s\A{t,FD)\ (17) 

However, we are focusing on optimized punctured ZCZPS in this research, so the transmitting 

code and the receiving code are not the same. The ambiguity function for ZCZPS can be rewritten 

as 

yPa,r(t.FD) =   fX X(p)(s)e^F°y^(S - t)ds 
J — oo 

where p, q = 0.1,2..., A' - 1 

/x 

X^'{F)Y^{F-FDy
2"FldF 

where p,q = 0,1,2...,K - 1 (18) 

The ambiguity function is defined as the magnitude of Apa,r(t,FD) as following: 

Apair{t,FD) = \Apmr{t,FD)\ (19) 

In addition, assume the ZCZPS are {X,Y). x^ € X. xW = J2*~Q -T1
P)

(< - nT,) and ?/(p» € Y, 

?/''' = En=o Un  \t ~ nTs), since the periodic correlation is used instead of aperiodic correlation in 
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this paper. The Apa)r(t- Fp) in one period of length AT,, can be expressed as: 

\Apair(t.FD)\ (20) 

=    | / i(p)(s)?/(9)*(s + {NTS - 0)e(j2nFos)rfs 
Jo 

r(N-l)T, 
+  / x{pHs)y{")'(s-t)eU2nFDx)ds\ 

r(N- 

p,q = 0,1,2...,K - 1 

At the same time, when p = q, equation (21) can be used to analyze the autocorrelation performance 

within Doppler shift; and when q ^ p, equation (21) can be used to analyze the cross correlation 

performance within Doppler shift. Equation (21) is plotted in Fig. 3 in a three-dimensional surface 

plot to analyze the radar performance of optimized punctured ZCZPS within Doppler shift. Here, 

maximal time delay is 1 unit (normalized to length of the code, in units of NTS) and maximal 

doppler shift is 5 units for cross correlation and 3 units for autocorrelation (normalized to the 

inverse of the length of the code, in units of 1/7VT,). 

In Fig. 3(a). there is relative uniform plateau suggesting low and uniform sidelobes. This low 

and uniform sidelobes minimize target masking effect in zero correlation zone of time domain, where 

Zo = 31. —31 < r < 31. From Fig. 3(b). considering cross correlation property between any two 

optimized punctured ZCZ sequence-pairs among the ZCZ sequence-pair set. 124-length optimized 

punctured ZCZPS is tolerant of Doppler shift when Doppler shift is not large. When the Doppler 

shift is zero, the range sidelobe of cross correlation of our proposed code is zero in the whole time 

domain. 

As synchronization technology develops exponentially in the industrial world, time delay can, 

to some extent, be well controlled. Therefore, it is necessary to investigate the performance of our 

proposed code without time delay. When t = 0. the ambiguity function can be expressed as: 

Ajn,r(0.Fn)=  /     x^(s-)y^(s)e^F'^ds (21) 
Jo 
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And the doppler shift performance without time delay is presented in the Fig. 4. 

Fig. 4(a) illustrates that without a time delay and having the Doppler shift less than 1 unit, the 

autocorrelation value of optimized punctured ZCZPS falls sharply during one unit, and the trend 

of the amplitude over the whole frequency domain decreases as well. Fig. 4(b) shows that there are 

some convex surfaces in the cross correlation performance. One should observe Figs.4(a) and 4(b). 

when Doppler frequencies equal to multiples of the pulse repetition frequency (PRF — 1/PR1 = 

l/Ts). all the ambiguity value turns to zero except when Doppler frequency is equal to 2 PRF for 

cross correlation. That is the same as many widely used pulse compression binary code such as the 

Barker code. Overall, the amibuguity function performances of optimized punctured ZCZP can be 

as efficient as conventional pulse compression binary code. 

5     Application to Radar System 

According to [14]. Pp (Probability of Detection), PFA (Probability of False Alarm) and P/i/ (Prob- 

ability of Miss) are three probabilities of most interest in the radar system. Note that P\i = 1 - Pp. 

thus, Pp and Pf.\ suffice to specify all of the probabilities of interest in radar system. Therefore, we 

simulated the above three probabilities of optimized punctured ZCZ sequence-pair in radar system 

in this section. The performance of 124-length P4 code is also provided in order to compare with the 

performance of punctured binary optimized punctured ZCZ sequence-pair of corresponding length. 

In the simulation model, 105 times of Monte-Carlo simulation has been run for each SNR value. 

The Doppler shift frequency that is kept less than 1 unit (normalized to the inverse of the length 

of the code, in units of l/NTs) is a random variable, and the time delay is assumed zero. Also, the 

threshold detection is used in this coherent system where the threshold is adaptively adjusted. 

In Fig. 5. the probabilities of miss target detection PA/ of the system using 124-length optimized 

punctured ZCZ sequence-pair are lower than 124-length P4 code especially when the SNR is not 
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large. When SNR is larger than 18 dB. both probabilities of miss targets of the system approaches 

zero. However, the probabilities of miss targets of P4 code fall more quickly than optimized 

punctured ZCZ sequence-pair. 

We plotted the detection probability.P/5 versus false alarm probability PFA 
OI
 

tne coherent 

receiver in Fig. 6. 

Fig. 6 shows performance of 124-length optimized punctured ZCZ sequence-pair and the same 

length P4 code when the SNR is lOdB and 14dB. Within the same SNR value either lOdB or 14dB, 

the detection probabilities of 124-length optimized punctured ZCZ sequence-pair are much larger 

than detection probabilities of 124-length P4 code, and meanwhile false alarm probabilities of the 

first code are also smaller than Py^ of the latter code. In some other words. 124-length optimized 

punctured ZCZ sequence-pair has higher target detection probability while keeping a lower false 

alarm probability. Furthermore, observe Fig. 6, 124-length optimized punctured ZCZ sequence-pair 

even has much better performance with lOdB SNR than 124-length P4 code with 14dB SNR. 

6     Conclusions 

The definition and properties of a set of newly provided triphase coded waveforms-ZCZ sequence- 

pair set were discussed in this paper. Based on optimized punctured sequence-pair and Hadamard 

matrix, we have investigated a constructing method for the triphase coded waveform-optimized 

punctured ZCZPS made up of a set of optimized punctured ZCZPs along with studying its prop- 

erties. The significant advantage of the optimized punctured ZCZPS is a considerably reduced 

sidelobe as low as zero in the zero correlation zone and zero mutual cross correlation value in the 

whole time domain. The disadvantage of our proposed code is that the number of the sequences in 

the set depends on the order of Hadamard matrix that is limited by 2k, (k = 0.1....). According 

to the radar system simulation results shown in Figs.5 and 6. it is easy to observe that 124-length 
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optimized punctured ZCZPS has better performance than 124-length P4 code when the Doppler 

shift is kept less than 1 unit (normalized to the inverse of the length of the code, in units of l/NTs). 

A general conclusion can be drawn that the optimized punctured ZCZPs in an optimized punctured 

ZCZPS can effectively increase the variety of candidates for pulse compression codes if and only if 

optimized punctured ZCZPS has much better autocorrelation and cross correlation properties than 

the optimum biphase codes (longer than 13). whose autocorrelation sidelobes and cross correlation 

peak value have been found to be both approximately VN. Because of the ideal cross correla- 

tion properties of optimized punctured ZCZPS, future work would focus on the application of the 

optimized punctured ZCZPS in multiple radar systems. 
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Figure 7: Probability of miss targets detection (No time delay, Doppler shift, less than 1): 124-length 
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Combined-Jamming Interference Analysis 
for FH/MFSK Multi-Radio Wireless Mesh 

Networks 
Davis Kirachaiwanich, and Qilian Liang 

Abstract—For the past decades, the performances of frequency-hopping systems under various jamming strategies have been 
investigated In this paper, we consider the performance of the noncoherent slow frequency-hopping system with A/-ary frequency- 
shift-keyed modulation (NC-FH/MFSK) under independent multitone jamming (IMTJ) and under partial-band jamming (PBJ) The exact 
BER expressions of the system under each jamming strategy are derived. Then, we combine the two expressions together to develop a 
new interference model for multi-radio frequency-hopping wireless mesh networks (MR-FH WMN). Because it takes into account both 
the cochannel and the coexisting-network interferences, the new interference model thus reflects a very realistic interference situation 
and if can be incorporated to the channel assignment (CA) algorithms to assign appropriate channels (or hopping pattern, in our case) 
to interfaces of the routers in the mesh network. In addition, we also compare the performances of NC-FH/4FSK system under the two 
jamming strategies, the numerical results have illustrated that PBJ is more effective jamming strategy than IMTJ 

s—Frequency hopping, MFSK, fading channel, independent multitone jamming, partial-band 
wireless mesh network 
Index Terms- jamming, interferences, 

1    INTRODUCTION 

THE performances of noncoherent slow frequency- 

hopping system with A/-ary frequency-shift-keyed 
modulation (NC-FH/MFSK) under various hostile jam 
ming strategies have been widely studied in several 
publications in the past decades. Multitone jamming 
(MTJ) refers to the set of jamming strategies in which 
total power of jamming source is equally partitioned 
into multiple interference tones. The band multitone 
jamming (BMTJ) denotes the jamming strategy where 
each jammed frequency-hopping (FH) band is jammed 
by a specific number of the interference tones, randomly 
distributing within the FH band. Compared to the BMTJ, 
the independent multitone jamming (IMTJ) is a similar 
but more flexible jamming strategy. In IMTJ, there is 
no restriction regarding how many interference tones 
should be placed in each jammed FH band. The inter- 
ference tones from the jamming source will randomly 
distribute across the entire communication bandwidth. 
Hence, with IMTJ. the number of interference tones in a 
jammed FH band can be as few as one and as many as 
A/ interference tones. 

In 11], an expression for calculating the bit error rate 

(BF.R) for NC-FH/MFSK with additive white Gaussian 
noise (AWGN) and Rician fading under worst-case BMTJ 
has been derived and the BER performance of an NC- 
FH/BFSK (M=2) system has been chosen to illustrate 
the effect of BMTJ in comparison to that of IMTJ. Later, 
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[2] has proposed an alternative approach to combine 
signal and other wideband interferences together as a 
single Gaussian process, which leads to a computational 
effective BER expression compared to |1). In |3], the 
performance of NC FH/MFSK system with AWGN and 
Rician fading under IMTJ was investigated and the exact 
BER for the NC-FH/MFSK system has first been derived. 

In contrary to the first two jamming strategies, the 
partial-band jamming (PBJ) is the term use to represent 
the jamming strategy where the total jamming power is 
spreaded evenly over a certain band of the entire com 
munication bandwidth, rather than equally partitioned 
into certain number of interference tones. The interfer 
ing signal from the jamming source will be of similar 
characteristic to AWGN. except that it exists in only a 
fraction of the entire bandwidth. The BER peformance 
of NC-FH/MFSK system under PBJ has previously been 
considered in many of the literature, for example |4]   |8). 

In this paper, we derive the exact BER expressions for 
NC FH/MFSK system with Rician fading channel under 

IMTJ and PBJ strategies. For IMTJ, we have adapted the 
notions in |1] and [2] for the system under BMTJ to 
derive a new analysis, which can be considered as an a! 
ternative approach to one used in (31. It predicts the same 
BER performance as reported in |3] for NC-FH/4FSK 
system, but with the improvement of one numerical 
integration less. Then combining together the BER ex 
pressions derived for the system under the two jamming 
strategies, we subsequently develope a new interference 
model, so-called combined jamming model, suitable for 
multi-radio frequency-hopping wireless mesh networks 
(MR FH WMNs). As an illustration, we also provide an 
example application of the combined-jamming model on 



an MR FH WMN where each router node in the mesh 
is equipped with multiple NC FH/MFSK interfaces. 

WMN has recently become a very promising alterna 
tive for establishing wireless backbone for communica 
tion networks. Our choice of FH/MFSK modulation in 
the MR-FH WMN not only allows multiple router nodes 
to access the shared media concurrently, but it also con- 
ceals the transmissions from physical layer attacks.   120] 
and [21]. and provides ease in implementing the router 
nodes. As FH/MFSK  modulation technique has been 
specified in IEEE 802.11 standard, these router nodes 
can be easily implemented using commercial off-the 
shelf (COTS) IEEE 802.11(FH) equipment. Generally, the 
IEEE standard FH equipment uses ISM band (2.4GHz 
2.4835GHz) as the operational bandwidth and divides it 
into 79 FH bands to support the FH modulation tech 
nique And to prevent signals from collisions (cochannel 
interference), the FH bands are further grouped into 
three interleaving and non colliding hopping patterns 
with 26 FH bands per pattern [16]. 

Obviously, if we can assign hopping patterns prop 
erly to the interfaces of each router node in our MR 
FH WMN. cochannel interferences will decrease signif 
icantly; thus, the mesh capacity increases. Should we 
consider hoppping patterns as radio channels in IEEE 
802.11  a/b/g, the assignment of hopping patterns is 
hence equivalent to the assignment of channels to radio 
interfaces. Using the new interference model, we can 
then estimate the costs associated with assigning each 
hopping pattern to an interface and allow us to apply 
the channel assignment (CA) algorithms for IEEE 802.11 
a/b/g WMNs, |12]   |I5], to assign hopping patterns to 
interfaces in MR FH WMN. 

Additionally, this paper also investigates the degrada- 
tion of the performance of NC-FH/MFSK system caused 
by IMTJ and PBJ. For each jamming strategy, we provide 
an analysis to determine the condition under which the 
worst system performance occurs. Then, by comparing 
the worst-case results obtained, we determine either 
IMTJ or PBJ is more effective jamming strategy 

2     NC-FH/MFSK SYSTEM UNDER IMTJ 
All FH systems in this paper are assumed to be slow 
hopping systems over N non-overlapping FH bands. 
Each FH band is comprised of M = 2K signal frequen- 
cies of the Mary FSK modulation. Hence, there are NM 
possible frequency slots and, in each hop, one of these 
slots will be chosen for transmitting a signal tone. If 
all FH bands are contiguous, the entire communication 
bandwidth thus equals to BT = NBu. where Bh is the 
bandwidth of an FH band. Also, we assume that the 
transmission bit rate of the system is Rb = KHS = K/Ts. 
where T? is the symbol period and /?., = \/T, denotes the 
symbol transmission rate. Without the effect of fading 
channel, the average received power for every symbol 
transmitted is assumed to be Ps or equal to an average 
symbol energy of E3 = PSTS. Therefore, the received bit 
energy can be calculated by £(, = Es/loc/2M. 

With IMTJ strategy, the jamming source is assumed 
to transmit (/ e [1,/VM] interference tones, which are 
distinct and randomly distributed over the entire band- 
width BT If we assume that the total interference power 
received at the receiver is P3T and each interference tone 
equally contributes this power, the received power for 
each interference tone therefore equals P, = PJT/<] or 
the received energy of E2 = P3TS = P3TTs/q. 

The signal tone and interference tones are assumed to 
undergo independent fading channels before arriving at 
the receiver with noncoherent detection scheme. Besides, 
all fading channels in this study are assumed to be slow 
fading, frequency non-selective Rician processes, whose 
PDF is of the following form 

Sxk{xk) = -~eip   - 
2a\ h o'i u(xfc)     (1) 

where IQ(-) denotes the zero'" order modified Bessel 
function and u() is the unit step function, a2 and 
2a2 are the average power of the LOS (Line Of Sight) 
and the scattering rays of the fading channel. We can 
also define another parameter to determine the Rician 
fading channel by using the ratio of a2 and 2<r2, i.e. 
Kk = Q

2
/2CT

2
 where k=l.2. A'i is the Rician factor of 

the fading channel for signal tone and K? is for the 
interference tones. 

At the receiver, the received signal is de hopped and 
noncoherently detected. It is assumed that each symbol 
of the Mary FSK is equally likely. The receive signal 
after de-hopped can be represented as 

r,(u,t) >2P,cos(ujrnt + 0,) + n(uA) (2) 

where xk is a Rician random variable representing the 
envelope of the fading channel and its PDF can be 
represented as (1). P, is the average received power of 
the tone if the effect of fading channel is not accounted. 
The subscript T=S.J denotes signal tone and interference 
tone respectively. wm. rn=\.2,...M. is angular frequency 
for an MFSK symbol and 4> is unknown phase, u(uj) is 
AWGN with total power CT

2
 = N0/Ts. 

Since the interference tones are distinct and randomly 
distributed, in a jammed FH band, there can be as few as 
one and as many as min(q, M) interference tones. Hence, 
the probability of symbol error (or symbol error rate, 
SER) of the NC FH/MFSK system can be calculated by 

min{q,M) 

P,(e) = P0 • Pa0(e) +     £     P< P„ (3) 

where P3{e) is the total SER. P0 and P„ are the prob 
ablities that an FH band is jammed by zero and n 
interference tones, where 1 < n < min(q,M). Pso{e) 
and P)m(e) are the SER's corresponding to the specific 
number of interference tones in the FH band. Then, for 
MFSK system, the probability of bit error (bit error rate. 
BER) can be calculated from the total SER by 

A-//2   _ .  . 
Pb(e) = M - T 

(•1) 



2.1 Probability of symbol error with no interference 
tone 

If the jammer transmits q interference tones using q 
random frequency slots from NM possible frequency 
slots in the entire bandwidth, the probability that an FH 
band does not contain any interference tone can be given 
by 

M-l 

p0=nc NM - k' 
(5) 

Generally for noncoherent detection scheme, the out 
puts of the envelope detector in the branch where signal 
tone, or interference tone (or both) is/are present will 
have its PDF followed Rician distribution while the other 
output branches with AWGN only, are known to follow 
just Rayleigh distributions, which can be expressed by 
replacing a* in (1) with zero. Therefore, the SER when 
an FH band contains no interference tone, given the 
envelope of the Rician channel of signal tone is known, 

can be calculated using [1] [23], 

Pso(e|no int. font .,; i) 

=     P(\S + n(u)\ < \n(u )ll*i) 
M-l 

M-l 

v+ 1 

M - 1 

v 
exp 

2 -VPSXJ 
(6) 

Multiplying the Rician PDF in (1) to (6) and integrating 
the resulting product with respect to x}, we can obtain 
the SER when an FH band contains no interference in 
the form of [1], 

M-l 

P3o(e\no int. tone)    =     2_. •1) 
rl 1 

1+«(1 + ^) 

M 

•exp 
rt* 

l + v(l + 3fr 
(7) 

where a\ and 2aj are the average LOS power and the 
average scaterring powers of the signal. These parameter 
can be expressed in general as 

PiQ PiO (8) 

with the subscript t=s,j, and o\ and 2a\,where fc=l,2, are 
averaged LOS and scattering powers of the channel for 
signal and interference tones respectively. 

2.2 Probability of symbol error when signal branch 
jammed 

For an NC-FH/MFSK system with NM possible fre- 
quency slots, the probability that an FH band will 
be jammed by n interference tones, where 1 < n < 
min{q, M) is given as 

>. = n< 
fc = 0 

NM -k' u 1 - 
JVM 

(9) 

Provided that an FH band is jammed by 71 interference 
tones, there are two possible cases. First is the case when 
the signal tone is jammed by one of 77 interference tones 
in the FH band and the probability that one out of 71 
interference tones will jam the signal is 7t/M. Second is 
when none of n interference tones is located in the same 
frequency slot as the signal, i.e. the signal is not jammed. 
The probability of the second case is {M -n)/M. The SER 
when an FH band is jammed by n interference tones can 
be expressed as 

Psn{e\n int. tones) 

=    (—) Psn (e I signal is jammed) 
M 

M — n 
+ (———)Plin(e\siynal is not jammed)   (10) 

To evaluate the SER when the signal is jammed, |2) 
has provided a computational efficient method based on 
the use of phasor representations and noncentral chi 

squared PDF's. It can be shown for any two Rician 
random variables, say R0\ and Rm. that P{RQ\ > R02) = 
P(/?^, > R$2). In (3) of |2), the probability is given as 

P(Rm > R02)    =    P(R2
0l > /&) 

/  [2K^    J2K02b 

b    \        (   A"oi + KQ2b 
b+ 1 

exp 
6+1 

•/„ 
y/-IA'oiA'o26 

b+ 1 1) 

where h'i = Q/
2/2(T/

2. / = 01. 02, are Rician factor for 

/?oi and /?02 respectively, b=o^/a01 • aru^ Q(x>y) is tne 

Marcum's Q function. Without loss of generality we can 
assume that the signal is present in the first output 
branch of the detector, as well as one of the n interference 
tones that jam the signal tone. And we will assume also 
that the rest n-\ interference tones are in the next consec- 
utive branches. Therefore, Is' to nth output branches of 
the envelope detector will have their PDF follow Rician 
distributions and the output of the rest M - n branches 
will follow Rayleigh distributions. Furthermore, when 
the signal tone in the first output branch is jammed, the 

averaged LOS power in the branch can be expressed as 

aSJ = a, + a} + 2osQj cos ^ (12) 

where f is the random phase difference between re- 
ceived signal tone and interference tone and is as- 
summed to uniformly distributed between 0 to 27t. So. 
the SER given the signal is jammed can be calculated by 

Ps„(e\signal is jamnn d) 

=    1 - P{R0i > R02 n /?<,, > Rm n R01 > R04-) 
n M 

=    1 - Y\ P(R,n > Rok)   I]   P(W<» > H^ 
k = 2 J = n-H 

=    1 - P{Rm > Rmy-] • P(/?oi > RoM)M-n   (13) 



where RoiMm ROM  represent the random outputs 
at 1"'. 2"' M"' branches of the detector. The second 
equality in (13) is obtained by using the fact that each 
output of the detector branches is independent of each 
other. Now, we will consider seperately the first product 
term on RHS of the second equality in (13). For given ip. 
the conditional probability P(Rm > Rm\ip) can be evalu- 
ated easily by substituting the following parameters into 
(11) 

A'oi 

b 

2a2 + 2a] + a\ 

2*?+ 4 
2a\ + 2a] 4- a] 

/<02 = 
2a] + a\ 

14) 

Similarly, if we treat Rayleigh random variable as a 
special case for Rician random variable, we can obtain 
the probability for the second product term with condi 
tion on <p as 

P(Rm >Rm,\f) 1 
2{a\ + 4 + 4) 

exp 
2(4 + 4+4) 

(15) 

Substituting (14) in (11) to obtain the conditional 
probability of the first product term, using (15) for the 
conditional probability of the second product term, and 
integrating (13) over p, we then obtain the complete 
expression for the SER for the case as 

Psn(e\signal is jammed) 

=    1 
1     A2" 

?4 + °l 
'2(4 + "]) 

2QaJQj 

ah   I a2 

Q 

exp 

4 + a] ' 

4 + 4 
a\ + a] 

2{a T + 4 

2a2 exp 
2a\ 

dtp 

where 
„'l   i   ~2 

(16) 

(17) 

be expressed as 

PSn(e\siynal is not jammed) 

=   l - P(Rm > /?02 n fid > «Q3 n Hoi > Rot-) 
n+l M 

=    1 - Y\ P(R01 > Rok)   J]   P(/?()1 > floj) 
(c=2 i=n+2 

=    1 - P(/?01 > R02)" • P(floi > Rmi)M"'- '    ( 

Once again, the probability P{RQ\ > R02) for the 
second equality of (18) can be calculated by substituting 
the following parameters into (11) 

2.3 Probability of symbol error when signal branch 
not jammed 

When all n interference tones in the FH band are not in 
signal branch, 71 4 1 output branches of the envelope 
detector will follow Rician distributions and the rest 
M — n — 1 branches will follow Rayleigh distributions. 
Similarly, we will assume that the signal tone is present 
in the first output branch and n interference tones are in 
the next consecutive branches. In this case, the SER can 

m 

•^01 
2a? + al 

K 02 
24 + 4 

24 + < 
2a? + a\ 

(19) 

By the same mean, the conditional probability for the 
second product term is found to be 

P(Roi >/?OA/)= 1 1 .rp 
2("2 

(20) 
2("2 + 4 

Finally, we can combine together every equations we 
have derived to compute for the total SER of NC- 
FH/MFSK system under IMTJ in (3). Then, using (4). 
we can easily convert the total SER to BER. 

3     NC-FH/MFSK SYSTEM UNDER PBJ 

With PBJ strategy, we will assume that the total inter 
ference power received, PJT. 'S being spreaded across a 
continuous bandwidth B3 using direct sequence spread 
spectrum modulation (DSSS). If By is the entire band- 
width then the jamming ratio, p, equals Bj/Br < 1. 
Instead of interference tones, we are now considering 
the interferece as another kind of noise, in addition to 
AWGN, with its power spectral density (PSD) equal to 

BL="jT (21) 

~i      Bj P 

where N}T = P:T/BT is the equivalent PSD level of the 
interference noise over bandwidth Br- 

Besides, we will also assume that, if an FH band is 
jammed, all M frequency slots of the FH band will 
be jammed. The probability that an FH band will get 
jammed thus equals to p whereas the probability that an 
FH band will not get jammed is 1 - p. When an FH band 
is jammed, all of its M frequency slots will be corrupted 
by both the interference noise and the thermal AWGN; 
thus, the total noise power (a2) in a jammed FH band 
can be expressed as 

B-,        Bj- 

al = a] + a2 = (22) 
pTs       T, 

where a], and a2 are the powers of the interference noise 
and the thermal noise respectively. Now, we can consider 
the total SER of an NC-FH/MFSK system under PBJ by 

Ps{e)    =    P{hop is jammed) • Ps(e\hop is jammed) 

+ P(hop not jammed) • Ps{e\tiop not jammed) 

=    p • Ps(e\hop is jammed) 

+ (1 - p) • P„(e\hop not jammed) (23) 



3.1 Probability of symbol error given an FH band is 
jammed 

When an FH band is jammed, the interference noise will 
superimpose AWGN and the total noise power a\ can 
be found using (22). The SER given that an FH band 
is jammed can be calculated using (7) with a2

n being 
replaced by a\. By doing so, we can obtain the SER as 

M    I 

P„(c\hop is jammed) E 

•exp 

•!)• 

l+v(\ + 2^) 

M - 1 

-O 
1 + r(l + 

(24) 

3.2 Probability of symbol error given an FH band is 
not jammed 

In contrary, when an FH band is not jammed, AWGN 
will be the only noise source corrupting the transmitted 
signal tone. The SER given that an FH band is not 
jammed can be found using (7). 

Af-1 

I\((\hop not jammed)    =      > 
-iu+1 

,   l+v(l + 2£) 

M - 1 

•exp 
-•»•$ 

1+«(! + #) 
(25) 

Then, we must substitute (24) and (25) into (23) to 
complete the analysis for the SER of the NC-FH/MFSK 
system under PBJ. Once the total SER is obtained, the 
BER of the system can also be calculated using (4). 

4   THE  COMBINED-JAMMING  INTERFERENCE 
MODEL 

In the previous sections, detailed derivations have 
been given to calculate the BER performance of NC- 
FH/MFSK system under 1MTJ and PBJ strategies. Due 
the scenarios on which the derivations base and the 
use of the term "jamming", the final SER expressions 
obtained may appear useful only to some military pur 
poses. However, if we consider an environment where 
more than one NC-FH/MFSK systems/links share the 
same spectrum, while a transmitter is sending a signal 
to a receiver, other transmitters may also communicate 
with their correspoding receivers. A receiver may re- 
ceive signal tones other than that transmitted from its 
intended transmitter. Thus, instead of being jammed by 
the interference tones intentionally transmitted from a 
jammer, the signal is now interfered by the interference 
tones from numbers of transmitters sharing the same 
channel, so-called cochannel interference. Because they 
originate from different transmitters, these interference 
tones are randomly distributed across the entire band 
width. Except for their origins, the characteristic of these 
interference tones is very similar to that of the jamming 
tones in IMTJ strategy. In this circumstance, the BER 

performance of an NC-FH/MFSK system can then be 
calculated as if it is jammed by IMTJ. 

Besides the cochannel interference, in the real practice, 
a receiver may also receive some other interferences 
from external networks. Because, this paper focuses 
on the NC-FH/MFSK system constructed using IEEE 
802.11(FH) equipment, the external interference could 
come from IEEE 802.11 b/g wireless local area network 
(WLAN), which coexists on the same area and operates 
on the same 2.4 GHz frequency spectrum. In this case, 
we can then model the coexisting DSSS-modulated in 
terference as a partial-band interference or interference 
noise in the PBJ strategy. Then, to calculate the BER 
performance of an NC-FH/MFSK system/link under 
the cochannel and the coexisting-network interference, 
we must combine together the BER expressions for the 
system under IMTJ and PBJ strategies. 

For ease of representation, let us define A as the event 
that an FH band is jammed by the interference noise 
from the coexisting network and A' as the event that 
an FH band is not jammed by the interference noise. 
Recalling from (23), we can calculate the probability of 
symbol error by 

P,(e) = P(A) • P,(e | A) + P{ A') • Ps(e | A')       (26) 

If there are q interference tones from (/ interfering 
transmitters, the number of interference tones in an FH 
band will be a value within the range of |0, min{q,M)]. 
For ease of representation, we then define Bo as the event 
when an FH band is not jammed and B„ as the event 
when the hop is jammed by n interference tones where 
n 6 [\.Tnm(q,M)\. Now. if we incorporate the effect of 
the interference tones, (26) can then be re-written as 

PAe) P(AnB0)-P,(e\AnB0) 

+   P(A'nB0)-P,(e\A'nB0) 

+    ]T     [P(AnB„)-Ps(e\AnB„) 
71=] 

+ P{A'nBn)-Pa(e\A'nB„j\ 

P(A)- {p(B0)-Ps(e\AnB0) 

Tiiiri(q,M) 

+    ]T    P(B„)-PAe\AnBn)\ 

+ P(A')- [P(B0)-Ps(e\A'nBQ) 

miri(q,M) 

+     J2    P(Bn)-Ps(e\A'nBn)]    (27) 
71=1 

The second equality in the equation is derived from the 
fact that the interference tones and the interference noise 
are independent, so event A is independent from event 
B0 and Bn. 

If the interference noise is known to spread over a 
bandwidth B} of the entire bandwidth Br. then P(A) 
equals to the jamming ratio p = B3/BT and P(A') thus 



equals (1 -p). Also, because N and q or the total number 
of FH bands and total number of interference tones are 
known parameters, we can easily calculate /'(So) and 
/'(S„) from (5) and (9) respectively. 

Next, let us consider the conditional probabilities in 
(27). Under the condition of event A', there will be no 
interference noise in the FH band, hence, AWGN will be 
the only noise corrupting the signal tone. The total noise 
power in the FH band, o\. is thus equal to the AWGN 
power, a2

n. P,{e\A' D S0) and P„(e\A' nB„) can then 
be evaluated using (7) and (10). Contrarily, when the 
interference noise exists, under the condition of event 
A, the total noise power in the FH band now becomes 

the sum of AWGN power and the interference noise 
power, i.e. rrf = n„+o' And, to calculate Ps(e \ A n S0 

and P„(e \AnB„), we must replace a\ with a\ while 
calculating (7) and (10). 

5 THE COMBINED-JAMMING MODEL FOR THE 

CHANNEL ASSIGNMENT IN MR-FH WMNS 

As an example, this section will discuss how the 
combined jamming model can be employed to model the 
interferences in multi-radio frequency hopping wireless 
mesh networks (MR-FH WMNs) and aid in the assign- 
ment of channels to the radio interfaces. 

Wireless mesh networks (WMNs) consist of mesh 
routers and mesh clients, where mesh routers have min- 
imal mobility and form the backbone of WMNs. They 
provide network access for both mesh and conventional 
clients. The integration of WMNs with other networks 
such as the Internet, cellular, IEEE 802,11, IEEE 802.15, 
IEEE 802.16, sensor networks, etc., can be accomplished 
through the gateway and bridging functions in the mesh 
routers. Mesh clients can be either stationary or mobile, 
and can form a client mesh network among themselves 
and with mesh routers [9]. The IEEE 802.1 lb/g and IEEE 
802.11a standards define 3 and 12 non overlapping fre 
quency channels, respectively. Using multiple channels 
in MR WMNs greatly improves the network throughput 
|U]. One of the most important design questions for an 
MR WMN is the channel assignment problem, i.e., how 

to bind each radio interface to a radio channel [101. As 
the number of radio interfaces increases, mesh routers 
tend to interfere more with each other; thus, the capacity 
of the network drops. 

To achieve the reasonable throughput from WMN, 
several publications, |12[- |15], have proposed algo 
rithms, which are focused to reduce cochannel interfer 
ences by carefully managing how each node accesses to 
the share media In [12], an interference-aware channel 
assignment (CA) algorithm has been proposed for IEEE 
802.11 a/b/g MR WMN. The centralized CA algorithm 
was designed by taking into account both the interfer- 
ences among router nodes and the external interference 
from coexisting network. To estimate the two types 
of interferences, the author developed the multi-radio 
Conflict Graph (MCG) and used it for modelling the 

interferences among router nodes while, for the coex- 
isting network interference, the inherited radio sensing 
mechanism in the IEEE 802.11 a/b/g standards was 
adopted to monitor for unrecognized radios periodically. 
Also, in 1131. 'he author has proposed an interference 
model for partially overlapped channels and. to illustrate 

its benefit, the model was thus used to enhance the 
performance of two previously proposed CA algorithms. 

In this paper, we consider the channel assignment 
problem in an MR FH WMN in which each router 
node is equipped with multiple NC-FH/MFSK radio 
interfaces. As previously suggested, these router nodes 
can be implemented cost-efficiently using COTS IEEE 

802.11 (FH) equipments. In spite of how they are imple 
mented, to establish the network, we assume that the 
router nodes are deployed uniformly and lightly over a 
rural region so that the distances from any router node to 
its surrounding neighbors are indifferent and each node 
will have only a few neighbors surrounding them. 

Each node is comprised of at least two different radio 
interfaces, one for a control channel and all the oth- 
ers for information channels. For an enhanced security 
during information transmissions, every interface des 
ignated for information are specifically choosen to be 
NC-FH/MFSK radio system while, for the controlling 
purpose, the interface can be of any radio systems other 
than the NC-FH/MFSK, e.g. IEEE 802.11 a. Only impor- 

tant thing is that the two channel types are on different 
frequency ranges, hence they do not interfere. We as- 
sume that the transmission power and radio parameters 
for every NC-FH/MFSK interface are homogenous and 
known and each node is perfectly aware of its own 
coordinate position. 

In the entire bandwidth BT for NC FH/MFSK radio, 
we assume that there are N FH bands available and. to 
achieve the greatest benefit of having multiple interfaces 
a node, we divide the FH bands into b interleaving 
and non colliding hopping patterns to enable concurrent 
links. Each hopping pattern thus has Np = N/b FH 
bands, each with M possible signal frequency slots, and 
there will be the total of NPM frequency slots. Because 
these patterns are interleaving and non-colliding, a link 

using one hopping pattern will not interfere with that 
on the other patterns. Hence, it is possible for any 
nodes with multiple NC-FH/MFSK interfaces to support 
concurrent information links without having them inter- 
fering with each other, if the links are performed using 
different hopping patterns. 

It can be observed that the hopping patterns here is, 
in fact, very similar to the radio channels in IEEE 802.11 
a/b/g. Hence, the decision as to which hopping pattern 
is suitable for a specific link can also be determined by 
the CA algorithm, similar to those in [12]- [151, at the 
setup phase of the network. 

In this paper, we have adopted the interference aware 
CA algorithm previously proposed in |12] and modified 
it to suit with the assignment of hopping patterns in our 
NC-FH/MFSK WMN mainly by introducing an appro- 



priale interference model for estimating the link's BER. 
By doing so. it should also be noted that we have just 
defined the BER as a metric for measuring the severity 
of the interferences on the links. 

Since every router node has the same transmission 
power and NC FH/MFSK radio parameters, the trans- 
mission range will be the same for every router node 
and, in this paper, we define the transmission range to 
cover approximately the distance of one hop and the 
interference range is assummed to be twice as far as the 
transmission range or. roughly, a two-hop distance. 

Now. let's gain some insight on the network by con- 
sidering the process during setting up of the mesh. 
Since each mesh router is previously assumed to have 
a control channel, it is further assumed that the control 
channels of every router node are, by default, set to an 
encrypted common channel. After the router nodes are 
setup, they will immediately forward the information, 

such as node IDs. coordinate locations, transmission 
powers, and number of interfaces, to a pre-assigned 
center node (PAC). which will collect all the information 
and construct a map of the network and the MCG as 
defined in [12]. Then. PAC will execute the CA algorithm 
to assign hopping patterns to links of each routers, 
starting from PAC itself then moving outward to those 
surrouding PAC within the first hop, the second hop, 
and so on. It should be noted that, among those within 
the same hop distance from PAC, the algorithm will start 
at the closest node to PAC first. Once the assignment is 
ended. PAC then notifies the router nodes to set their 
radios accordingly. 

When a node acquires the list of hopping patterns 
assigned, instead of using them directly as the hopping 
sequences for the designated interfaces, it will sort the 
FH bands associated with each pattern, one pattern at a 
time, and randomly shuffle the order of the FH bands 
to create a new hopping sequence that is distinct. But, 
because one link involves two nodes, only one node on 
the link should obviously perform the shuffling process, 
otherwise the hopping sequence between two nodes will 
not match and the link will never be formed. Therefore, 
we specify that the node with lower ID on the link will 

execute the shuffling process and then inform the new 
hopping sequence to the other node using the control 
channel. At the completion of the process, the mesh is 
then formed and nodes will communicate accordingly. 

It is noted, however, because the main CA algorithm 
used in this paper is an an interference aware one, which 
is considered as an adapted version of the original 
BFS CA algorithm in |12). Hence, a direct information 
transmission between two specific neighbors may not ac- 
tually exist, unless an addition topology control code is 
inserted into the algorithm. But. due to the avalability of 
the common channel for control signal, the information 
can then be tranmitted directly between the two neigh- 
bors of interest using a temporary link on the common 
channel. Besides, the advantage of having a common 
control channel also applies in the case when a node 

is required to broadcast information to its neighbors. 
Thus far, we have already picked up some ideas about 

how the network operates and how the CA algorithm is 
used to assign the hopping patterns. As an illustration of 
how interferences can be evaluated by the CA algorithm, 
let us consider an example scenario shown in Fig. 1. 

Here, six router nodes are used to setup a simple mesh 
network and each node is labeled corresponding to its 
name and number of its NC-FH/MFSK interfaces. For 
example, A 2 means node A is equipped with two NC 
FH/MFSK interfaces. Here, we assume that the total of 
N FH bands are divided into two hopping patterns and 
node A is the PAC node. At the time being, we assume 
the algorithm has been running for some times and some 
of the links have already been assigned with hopping 
patterns; A<-»B (the link between node A and node B) 
and C<->E are assigned to pattern 1 while A«-»C and B—>D 
are allocated to pattern 2. The algorithm is now running 
for C<-»F. 

First, let us consider if C*-»F is to be assigned with 
pattern 1. Because the interference range is defined as 
the distance of two hop. every link within the two hop 
radius of node C is thus considered a conflict/interfering 
link to C«~>F; namely A«-^B, A«-»C, and C<-*E. However, 
should C«->F be taken on pattern 1, the transmissions 
on A<-»C in pattern 2 no longer interfere with it; hence, 
the BER calculation should take into account only A«-»B 
and C*->E, which use the same hopping pattern as C«^F. 
Let's now assume information is being transmited as 
NC-FH/MFSK signal tones from node F to node C and 
node A to node B. During the transmissions, node E 
has also started to transmit information to node C using 
another interface of node C. Therefore, as a receiver, 
node C will pickup not only the desired signal tones 
from node E and F but also undesired interference tones 
from A. The algorithm consider node C as a reference 
receiver (node C is the closer node in C-*F to PAC) and 
node F as a reference transmitter, every tone transmitted 
from node F is then the desired signal tone to node C 

while those from node A and node E are considered 
as cochannel interferences. Similarly, if C«-»F is to be 
assigned with pattern 2, A<->C is thus its conflict link 

and the tone transmitted from node A is regarded as 
cochannel interference. Because the hopping sequence 
used on any link comes from the randomly-shuffled FH 
bands of the hopping pattern assigned to it, every tone 
transmittied will be randomly distributed on the entire 
bandwidth and independent of each other. Therefore, 
we are allowed to model the cochannel interferences as 
the independent interference tones in IMTJ. However, 
it is noted that the interference tones in IMTJ strategy 
are actually equal in power and, furthermore, every 
tone is always tranmitted with different frequency slot. 
But. with C*-*F being assigned with pattern 1. it is 
obvious that the interference tones from node A and 
node E will have different powers due to their different 
distances from node C. Besides, the interference tones 
from node A and node E can also be transmitted on the 
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Fig. 1. An Example of Interferences in WMN. 

same frequency slot because their hopping sequences are 
totally random and independent. 

However, if we consider the practical configuration, 
IEEE 802.11 (FH) equipment uses 26 FH bands per pat- 
tern and 4-level Gaussian FSK modulation, i.e. Np = 26 
and M = 4. The total number of frequency slots per 
pattern thus equal NPM = 104 slots, which is quite a 
lot. Besides, if we consider a lightly-deployed network, 
each node will be surrounded by a few neighbors and. 
among these neighbors, only those use the same hopping 
patterns are likely to introduce cochannel interferences. 
The number of cochannel interference tones in each 
pattern is hence small. In other word, there will be 
a lot more frequency slots than the interference tones 
and the probability of having interference tones being 
transmitted on the same frequency slot is literally ne- 
glegible. Subsequently, for the equal-power constrain, 
since we have assumed nodes are uniformly deployed 
which is usually valid with typical backbone network 
deployment-hence the distances between nodes will be 
slightly different and we can easily cope by using the 
avarage power of the interference tones received. 

Now, let us cover in more detail on the case when 
C—>F is to assigned with hopping pattern 1. In this 
case, the total number of independent interference tones 
for pattern 1, q\, is equal to two since there are two 
interference tones being received at node C; one from 
node A and the other from node E. The received powers 
of the signal from node F and the interference tones from 
node A and node E can be found using the free-space 
pathloss model. (25], 

PM = K 
r 

(28) 

where d is the distance between transmitter and receiver 
node, Pu is the received power of the signal tranmitted 

from node k and received at node /, and Pr is the 
transmitted power. The constant K can be determined 
by the transmitting and receiving anttenna gains and 
the wavelength of the transmitted signal. Since all these 
parameters are assumed to be known, we can easily 
calculate the received power of signal tone (PFC) and 
the received powers of interference tones from node A 
and node E (PAC and PEC) using (28). Then, we can find 
the average received power of the interference tones at 

nodeC (PiC= \[PAC + PEC\). 
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Fig. 2. A frequency-domain illustratation of interference 

tones (cochannel interferences) and interference noise 
(coexisting-network interference) of an MR-FH WMNs 
with 2 hopping patterns available. 

Next, it is assummed that a site survey has been per 
formed prior to installation and, because the prospective 
site is a rural area, only an IEEE 802.11 b WLAN is coex 
isiting on the site. The interference from the network can 
be modeled as the partial-band interference noise in PBJ 
strategy. The power of interference noise received at each 
node in our MR FH WMN usually varies and depends 
on the distance between node and the interfering source. 
We can define a\ as the power of the interference noise 
being received at router node k. And if Nj is the number 
of FH bands that are jammed by the interference noise, 
the entire-bandwidth jamming ratio can then expressed 
as p = Nj/N. But. because hopping patterns are formed 
by interleaving and non-colliding FH bands, Nj jammed 
FH bands will be equally partitioned to each pattern. 
In this case, the jamming ratio of hopping pattern t or 
Pi will be the same as the entire-bandwidth jamming 
ratio, p. It should be noted that a2

]k at node k and p, 
are the parameters known to PAC after the site survey 
is performed. 

To estimate the SER associated with any hopping 
pattern being assigned to a link, we can use (27) of 
the combined-jamming analysis in the previous section 
to account for the effect caused the cochannel and 
coexisting-network interferences. Table 1 illustrates the 
values for some important parameters used in (27) to 
calculate the SER when C«->F in Fig. 1 is to be assigned 
with hopping pattern 1. Note that, in the table, the 
scattering ray powers for signal and interference tone 
are set to zero because no fading channel is assumed 
in this example. In general, the parameters can be set 
accordingly to reflect the actual characteristic of the 
fading channel. 

Using the SER values obtained from (27) and con- 
verting them into BER by (4), the CA algorithm then 
compares the BER costs associated with each hopping 
pattern and decide the most appropriate patterns for 
C«-»F. 

As a numerical example of the performance predicted 
by the combined-jamming interference model, Fig. 3 il- 
lustrates the plots of the BER values obtained when C<-»F 
is to be assigned to each hopping pattern. We assumed 



TABLE 1 
Parameters for calculating SER when C« 

to hopping pattern 1 
»F is assigned 10 

that TV = 78 and the modulation is NC-FH/4FSK (A/=4). 
Since there are two hopping patterns (b = 2) used in 
the example scenario in Fig. 1, thus Np = N/b = 39 
FH bands per pattern. SIR (signal to interference-noise 
ratio) represents the ratio of signal power to interference 
noise/coexisting network interference power and SNR 
(signal to noise ratio) denotes the ratio of signal power 
to AWGN power. Mathematically, these ratios can be 
expressed as 

57/? 
Ps 

•jk log^M 
SNR 

<r?,log2M 
(29) 

For the scenario in Fig. 1 with NC-FH/4FSK modula 
tion, SIR equals PFC/2a^c and SNR equals PFcl1a\. 
In the simulation, we assume that router node F is 
the closest node to node C, then node A , and node 
E. respectively. But, because these nodes are uniformly 
deployed, thus their distances from node C are not so 
different. Consequently, we have set the powers of the 
signal tones received at node C as PFc = 1-1 PAC = 
\2PEC- Furthermore, it is assumed that the external 
IEEE 802.11 b network is operating on one of the three 
non overlapping channels in 2.4 GHz band. So, p is set 
to approximately 0.3 and p\ = pi = p = 0.3 due to 
interleaving hopping patterns. 

From Fig. 3. we can observe that, regardless of 5//? 
value, the BER obtained when C—>F is assigned with 
hopping pattern 1 always larger than that with hopping 
pattern 2; the CA algorithm thus assigns hopping pattern 
2 to C«->F. It can be observed that the interference noise 
contributes a very little effect on our selection for the 
most appropriate pattern. This is because we assumed 
hopping patterns are interleaving .hence the effect of 
interference noise appears as a constant offset on every 
pattern and get cancelled when the BER's for each 
pattern are accounted in comparison. 

Now, if we drop the requirement for interleaving hop 
ping patterns, each pattern will be differently exposed to 
the interference noise and. in this case, the selection can 
be made more accurately if the interference noise is, as 
well, considered. Fig. 4 illustrates the BER performances 
for the same example in Fig. 3 but with non-interleaving 
hopping patterns. To obtain the result in the figure, we 

Variable Definition Value 
N Total FH bands in the pattern ^ 
P, Received power of signal tone PFC 

Pi Avg received power of int  tone ^(PAC + PEC) 
Q Total int  tones in the pattern <7I =2 

2       2 «,. (>, 
2       2 

Avg. LOS signal/int. power 1 
Avg. scattering signal/int   power 0 

0 Jamming ratio in the pattern in 
a2 Int. noise power at ref receiver node C -?c 10 

Pattern 2 

Pattern 1 

SNR=15dB 
M=4, Np=39 

V2.V1 

p=p,=P2=03 

8 10 
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12 

Fig. 3. The NC-FH/4FSK performances obtained from 
the combined-jamming interference model when C»->F is 
assigned with interleaving hopping patterns. 
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Fig. 4. The NC-FH/4FSK performances obtained from 
the combined-jamming interference model when C<-<F is 
assigned with non-interleaving hopping patterns. 

assumed the total number of jammed FH bands, Nj = 
pN = 0.3 x 78 ~ 23 is differently partitioned into pattern 
1 and pattern 2; four jammed FH bands to pattern 1 
and the rest nineteen to pattern 2. Obviously, we can 
observe that the choice of appropriate pattern is now 
depending not only on the interference tones but also on 
the external interference noise received at node C. Unless 
the interference noise is received with SIR lower than 
8 dB, pattern 2 will be the most appropriate choice for 
C«-»F. Comparing with the result from Fig. 3. we can see 
clearly the influence of the external interference noise on 
the choice of appropriate pattern when non-interleaving 
patterns are used. 

6 EXTENDED STUDY: NC-FH/MFSK PER- 

FORMANCE UNDER WORST-CASE IMTJ AND 
PBJ 
As a direct benefit from the SER derivations in Sec 
tion 2 and Section 3, in this section, we further inves- 
tigate the performance of NC FH/MFSK system with 



Rician fading channels under 1MTJ and PBJ strategies. 
First, we consider the performance of the system under 
each jamming strategy seperately and then we compare 
them together to determine the most effective strategy- 
provided that the total power of the interference at the 
receiver. P}T. is fixed. Starting from this point, we will 
define the signal to-jamming ratio as 

Eb P.NM 
SJR = (30) 

NjT      PjTlog2(M) 

Since Br and Et, are constant system parameters. SJR 
is inversely proportional to PJT- 

6.1 NC-FH/MFSK performance under worst-case 
IMTJ 

Figure 5 represents the plot of the BER performances for 
NC FH/4FSK system with Rician fading channel against 
the tone jamming ratio or 7, which is the ratio between 
number of equal power interference tones transmitted 
from the jammer and the total number of FH bands in the 
entire bandwidth, i.e. 7 = q/N. As SJR varies from 0 to 
25 dB, P]T decreases from 2000P, to 2PS, each SJR curve 
then represents a fixed P3r- As we initially increased 
q by increasing 7, the BER value tends to increase. 
This is because increasing q will increase the chance 
that an interference tone will get to jam the hopping 
signal frequency. Though increasing q will also reduce 
the inidividual interference tone power (P, = PJT/Q). 

but because P3T is started with a value much larger than 
Ps (for example. P} = 200PS at SJ/?=10dB) and, at the 
beginning, q is only a small number, the resulting P3 is 
still larger than P„ and strong enough to cause the bit 
error in the system. 

signal from interference tones and system BER starts to 
decrease; this causes the BER peaks as seen in Figure 5 
for SJR = 5 to 25 dB. Similar result is also reportted in 
Figure 6 of |3]. However, it should be noted that the 
probability of symbol error given a hop is jammed by n 
interference in the signal branch was calculated in (19) 
of |3] using a double-integral equation while, in (16) 
in our analysis, the same probabilty is evaluated more 
efficiently by via a single integration. 

Until now, we have seen how the total number of 
interference tones (r/) affects the BER of the system. To 
deploy the total interference power effectively, we must 
find the number of interference tones, which introduces 
the highest BER to the system, so-called worst case 
number of interference tones (qu,c). From Fig. 5, qm. can 
be determined via 7 at each BER peak and it is not 
surprising that qu,c in this case is the value of q that 
makes P} ~ Ps. 

Unfortunately, due to the complexity of the total SER 
expression, there is no closed form formula for deter 
mining the exact qwc. Besides, results from extensive 
simulations have shown that qwc varies not only with 
SJR. but also with the characteristics of fading channels. 
To determine the exact qwc, system performance must 
be numerically plotted every time the channels change. 
The procedure is time-consuming and, apparently, im- 
practical. Nevertheless, we have observed from recursive 
simulations that, regardless of the channel conditions, 
the BER peaks for low to moderate SJR values (5dB to 
20dB) are normally broad enough to allow the values in 
vicinity to be nearly as effective. So, if a small error is 
tolerable, the q^,c for low to moderate SJR can always 
be estimated instantly by qwc « P]T/PS. 
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Fig. 5. BER performances for NC-FH/4FSK with Rician 
fading channels against the tone jamming ration, at vari- 
ous SJR values. 

However, after certain values of q where individual 
interference tone power P3 become more critical, increas- 
ing q will now reduce the P, even further. Although 
the bandwidth BT is occupied by more and more in- 
terference tones as q increases, but these tone are now at 
very low power. So. the receiver can better differentiate 

6.2 NC-FH/MFSK performance under worst-case 
PBJ 

Unlike IMTJ, the performance of NC-FH/MFSK under 
PBJ and the closed-form expression for calculating the 
most-efficient jamming ratio or the worst-case jamming 
ratio (/>wc) for the strategy have been widely studied in 
many publications. In [4], the inverse-linear relationship 
between BER and Eb/N]T has been discovered and, 
without the effect of AWGN and fading channel, the 
condition for the worst-case NC-FH/MFSK performance 
has been provided. In |6], the worst-case performance of 
NC-FH/MFSK under PBJ has been considered with the 
effect of AWGN being accounted. It has been shown that 
pwc is proportional to a constant that depends on E^/N^ 
and inversely proportional to E^/NJT- Further in [8], pwc 

for PBJ strategy on NC-FH/BFSK system with AWGN 
and Rician channel has been provided in a closed-form 
expression, which also indicates the inverse relationship 
between pwc and Eb/NjT- 

It  can be observed that,  though accounts for both 
AWGN and Rician fading channel, the closed-form ex 
pression for i>u,c in [8] is only applicable to NC FH/BFSK 
(A/  = 2). For the general case of NC FH/MFSK. the 



complexity of the BER expression increases dramatically 
and solving for pwc from mathematical approach is 
nearly impossible. However, from the findings of the 
previous studies, it is reasonable for us to speculate 
also the same inverse-proportion relationship between 
pwc and Eh/N]T for the case of NC-FH/MFSK system 
with AWGN and Rician channel. In fact, the results from 
our simulations has actually verified the existence of the 
inverse proportion relationship. So, Eb/N0 and Ek/Njr 
are defined as signal-to-noise ratio (57V/?) and signal 
to-jamming ratio (SJR). the condition for pwc can be 
expressed as 

Pv< 

1 

mMtffe, 1) 
SJR <A 

SJR> A 
(31) 

For a given M. constant A depends only on SNR while 
constant B depends on both the Rician factor of the 
signal tone, K\, and SNR. The numerical values of A 
and B can be found in Table 2(a) for M = 4 and in 
Table 2(b) for M = 16. For any other values of SNR 
and K\, we also provide the general expression for 
estimating p„,, as 

' 1 , SJR < C or SNR < MB or /f, < 2dB 

0.5, C < SJR < (C + 3dB) 

0.2 , (C + 3dB) < SJR < (C + 6dB) 

= < 0.1, (C + MB) < SJR < (C + MB) 

007, (C + MB) < SJR < (C+UdB) 

003, (C + \ldB) < SJR< 2MB 

0 01, SJR>2bdB 

(32) 
where, for a given M. C is a constant depending on SNR 
and A'i. The numerical value for C is provided in Table 3. 

It should be noted that pcst^,c is only a value of the 
jamming ratio, which causes almost as large BER as the 
actual worst-case one. Thus, it may not be the same value 
as the actual p,,,, given by (31). Also, when calculating 

for pwc or peatjivc one should be advised that SJR in 
(31) must be used in linear scale while that in (32) is 
proper with dB. 

The worst-case BER performances for NC-FH/4FSK 
system with Rician fading channel under PBJ is pre- 
sented in Fig. 6. Compared to broadband jamming (BBJ, 
p = 1). the BER obtained using pwc is higher than 
that obtained using p=\\ thus, we can see clearly the 

effectiveness of the PBJ strategy using pwc, as oppose 
to that with a fixed p value. Also, it should be noted 

that the BER obtained from pest_wc is almost as high as 
that obtained using the actual pwc. 

6.3    Comparison    between   worst-case   IMTJ   and 
worst-case PBJ 

The BER performances of NC-FH/4FSK system under 
worst case IMTJ and worst-case PBJ are compared in 

TABLE 2 
Constants A and B for determining the worst-case 

jamming ratio (pu,c) 

(a) M =4 

SNR A B 
(dB) 

5 7 
A", 

10 
(dB) 

13 15 100 
8 3.60 7.20 4.25 2.90 2.40 225 200 
10 2.14 4.10 2.85 214 1.85 175 1 60 

1335 1.50 2.85 215 1.70 150 1.45 135 
15 1 40 2.65 200 1 60 1 45 1 40 130 
20 125 2.35 1 80 150 135 130 1.20 
100 1 20 2.20 175 145 I 30 125 1.20 

(b) M -n\ 
SNn A B 
(dB) 

5 7 
A'i 

10 
(dB) 

13 15 100 
8 165 2.55 180 1 40 1.20 1 15 105 
10 1 20 200 1 50 1.20 105 1 00 095 

13.35 095 1.65 1.30 1 05 095 0.90 085 
15 0.90 1.55 1.25 1.00 0.91 0.90 085 
20 080 1.45 1 15 0.95 090 0.85 080 
100 0 80 1.40 1.15 095 085 0.85 080 

TABLE 3 
Constant C for determining the estimated worst-case 

jamming ratio (pest_Wc) 

SNR M cm 
K, 

3to8dB 8lol5dB >15dB 
2 oo 8 7 
4 12 6 5 

5to8dB 8 8 1 3 
16 l. 3 2 
32 4 2 1 
2 8 6 5 
•1 6 3 3 

8tol5dB 8 1 2 1 
16 3 1 1 
32 2 1 0 
2 7 5 4 

1 5 3 2 
>15dB 8 3 1 1 

16 2 1 0 
32 1 0 -1 

Fig. 7. Here, we obtained the BER curve for IMTJ just 
by taking the peak BER's at various SJR curves shown 
in Fig. 5. It can be seen that the worst-case PBJ always 
causes higher BER to the system than IMTJ. regardless 
of the SJR values. Hence, for NC FH/4FSK with Rician 
fading channels and given the values of Ps and P3r. i.e. 
a fixed SJR, PBJ will be more effective jamming strategy 
than IMTJ. On the other hand, if we compare IMTJ to the 
BBJ. we can observe that, at low SJR, the BBJ strategy 
will cause higher BER to the system than IMTJ does; 

but, at moderate to high SJR, it is IMTJ that introduces 
higher BER to the system. 

7   CONCLUSION 

In this paper, we have analyzed the BER performance of 
NC FH/MFSK system with AWGN and Rician fading 
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Fig. 7.   Comparison of BER performances for FH/4FSK 
under BBJ, worst-case PBJ, and worst-case IMTJ. 

under IMTJ and PBJ   The results the analyses are benefit 
not only to the prediction of the system performance 
under the jamming scenarios, but also in modeling in 
terferences in MR FH WMNs. We have observed that the 
interference tones in IMTJ strategy are, in fact, similar to 
the cochannel interference in MR-FH WMNs and any 
wideband interference from the coxisting network out 
side of the mesh can also be modeled as the partial band 
interference in PBJ strategy. Consequently, the combined 
jamming interference analysis has been developed to 
account for the cochanel and coexisting-network inter 
ferences in MR-FH WMNs. Next, we have illustrated the 
usefulness of the combined-jamming model through the 
channel assignment problem in a rural IEEE 802.11 MR 
FH WMN. By incorporating the developed model into 
a CA algorithm, typically used for assigning channels 
to  IEEE 802.11   a/b/g  MR WMNs,  we  have  enabled 
the algorithm to estimate the cost assoiciating with the 
assignment of a hopping pattern to a radio interface of 
router node and allowed it efficiently manage the shared 
frequency resource. 

As an additional study, we also investigated the per 
formance degradation of NC FH/MFSK system under 

IMTJ and PBJ strategies with AWGN and Rician fading 
channel being accounted. For IMTJ with low to moderate 
SJR. we can estimate <ju„ or the worst case number of 
interference tones by choosing q that makes the power of 
each interference tone approximately equal to the signal 
tone power, i.e. P} « Ps. Then, for the case of PBJ, we 
have provided not only an expression for evaluating the 
actual worst-case jamming ratio, but also an expression 
to estimate the pwc, which is applicable to almost all M- 
ary FH/FSK system and fading condition. Plotted BER 
curves has verified the effectiveness of PBJ using p,rc or 
Pest,„c over BBJ with p = 1. Finally, we have compared 
the performance of IMTJ and PBJ strategies and it is 
observed that, for NC-FH/4FSK with AWGN and Rician 
channel, IMTJ strategy is less effective than PBJ strategy. 
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